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1. INTRODUCTION

We are living in a world full of data. The world has accepted computers as the best means for storing information. This is due to the fact that it is very easy to save data, it is convenient, any one with access to a computer can do it, and most importantly, information stored can be shared among many users, or transferred to other locations. However, as more text documents are stored in large database, it becomes a huge challenge to understand hidden patterns or relations in the data. Since text data is not in numerical format, it cannot be analyzed with statistical methods. However everyday, people encounter a large amount of information and store or represent it as data, for further analysis and management.

One of the important means in dealing with data is to classify or group it into categories or clusters. Classification plays an important and indispensable role in the long history of human development (Anderberg, 1973). There are two types of classification, supervised and unsupervised. In supervised classification predefined knowledge is available, on the other hand in unsupervised classification, called clustering or exploratory data analysis, no labeled data are available (Everett, Landau and Lees, 2001). 

Various mechanisms have been proposed for analyzing textual data, which is unsupervised. This includes categorization that has been used (Bekkerman and Allan, 2003) where predefined classes are given. Probabilistic models assign various weights to 

different words in a document (Meir and Zhang, 2003), but some core key words with low occurrence or frequency end up getting the lowest probabilistic measure leading to poor analysis. Association rules have also been used in creating text summaries. However the algorithms used are based on the traditional Apriori-like structure that normally performs recursive scans on the entire database to get frequent items. This was proven to be slow and inefficient (Zaine and Antonie, 2002). The most useful clustering algorithms like hierarchical and partitional clustering algorithm are used in document clustering because of their linear complexity and clustering quality (Lin and Pantel, 2002).

In this report a survey has been conducted on several special challenges to document clustering: high dimensionality, high volume of data, ease of browsing and meaningful level of cluster labels. State-of the-art document clustering algorithms are reviewed: the partitioning method (Steinbach, Karypis and Kumar, 2000), the Frequent-word-based clustering algorithm, the agglomerative and divisive hierarchical clustering method (Li and Chung, 2005), the frequent Itemset-based hierarchical clustering (Fung, Wang and Ester, 2003), the SuffixTree Clustering algorithm (Zamir and Etzioni, 1998), and so on.

The rest of the survey is organized as follows: Section 2 presents the issues in text document clustering. Section 3 represents approaches by various researches to text clustering. At the end of the each subsection in section 3, there is a table that gives brief notes on techniques taken by various researchers. Section 4 has the conclusion, section 5 has the acknowledgements, section 6 represents the annotations of the 20 most important references, and section 7 present the complete bibliography. 

2. BASIC ISSUES

2.1 Information Retrieval

The growing amount of textual information available electronically has increased the need for high performance retrieval (Doucet and Ahonen-Myka, 2004). The fundamental problem in information retrieval is to identify the relevant documents from nonrelevant ones in a collection of documents according to a particular user’s needs. One of the major difficulties in modeling information retrieval is to choose an appropriate knowledge of the content of an individual document. The Vector space model is a popular model to represent a document. But it is not appropriate for clustering in a dynamic or changing corpus (Bao, Shan, Liu and Liu Hai, 2005).

2.2 Clustering Accuracy

Due to huge size, high dynamics and large diversity of the web and of the organizational intranets, it has become a very challenging task to find the relevant content for some user or purpose (Bell, Ester and Xu, 2002). In addition, many existing document-clustering algorithms require the user to specify the number of clusters as an input parameter and are not robust enough to handle different types of document sets in a real-world environment. As for example in some document sets the cluster size varies from few to thousands of documents. This variation tremendously reduces the clustering accuracy (Fung, Wang and Ester, 2003).

2.3 Concept Discovery

To extract the semantics from text is one of the greatest challenges in natural language learning (Lin, 1997). Evaluating cluster quality has always been a difficult task. Current lexical resources miss domain-specific senses. To exploit semantic hierarchies of words in order to abstract an explanation (e.g., instead of ‘this cluster is about pork and beef and veal’ state ‘this cluster is about meat’); This leads to the degradation of clustering quality. Moreover some manually-compiled dictionaries discover duplicate senses. One way to deal with these problems is to use clustering an algorithm to automatically induce semantic classes (Lin and Pantel 2002).

2.4 Clustering Performance

There is a huge challenge as to how efficiency could be improved for text document clustering. At the same time when efficiency is improved, can it be combined with clustering quality so that any clustering quality never fall down at the time improving clustering. Objections to text document clustering fall into two main categories: 1) that clustering is too slow for large corpora and 2) that clustering does not appreciably improve retrieval (Cutting, Karger, Pederson and Tukey, 1992). However present systems or algorithms are not able to handle the above stated problems (Zhuang and Dai, 2004).

2.5 Scalability 

 Real world data sets may contain hundreds of thousands of documents. Many clustering algorithms work fine on small data sets, but fail to handle large data sets efficiently.
3. APPROACHES

3.1 Information Retrieval: Frequent Word Sequence 

3.1.1 Locating the Subject of a Document with Non-Function Words 

The problem addressed by  (Shaam, 2001) is to locate the information on the web due to enormous number of documents it contains. The author states that the fundamental problem of computerized textual information management is automatic natural process. The author also added that document clustering based on similarity gives poor performance rather than predefined set of category. The author describes a text analysis tool where the frequency of occurrence of non function words may actually be used to indicate term importance for content representation. The author refers to (Salton, 1989) for the details about the use of word frequency for document clustering. The author conducted an experiment with a software tool and verified by two relevant skilled people who were assigned to read them. The author tested the different types of document like general management, industrial management and so on. The author claims that subject of the document was identified in more than 70% of cases using 5 top words (74% in industrial management, 69% in general management). The author also claims that the greater the number of words in the document the higher the rate of keyword identification. The author proposed that further research could be done on larger collection on different subjects. 

In this research the author tried to extract the subject of the document but the author do not extract the content of the document. Moreover the author conducted the experiment by the experts. The author did not show any precision or recall measure with any experiment.

3.1.2 Document Summarization 

The problem addressed by (Li and Chung, 2005) is to improve information retrieval result for document clustering. The authors also state that the requirement of information retrieval is as follows: (1) the document model better preserves the sequential relationship between words in the document, (2) associating a meaningful label to each final Cluster is essential, (3) overlapping between documents should be allowed and (4) the high dimensionality of text document should be reduced. The authors refer to (Fung, Wang and Ester, 2003) for the definition of document clustering with unsupervised and automatic grouping. The authors proposed text-clustering algorithm (CFWS) where document is reduced to compact document by keeping only the frequent words to reduce high dimensionality. The key idea of CFWS is that frequent word sequences are used to create clusters and summarize their content for the user. The authors conducted an experiment with C++ on a SuSE Linux PC with a Celeron 500 MHz processor and 384 MB memory. The authors claim that CFWS algorithm performs better than other algorithms in terms of accuracy. The table (from the authors) below shows the performance result of different algorithms with respect to F-measure
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   Table 1: F-measures of the clustering algorithm (Li and Chung, 2005, page 294)

The authors also claim that CFWS algorithm is clearly more efficient than the Suffix Tree Clustering Algorithm (Zamir and Etzioni, 1998), which clusters the documents by constructing the suffix tree of all the sentences of the documents in the collection.

From the experimental results in the above table, CFWS has given better result than FIHC algorithm (Fung, Wang and Ester, 2003) and Bisecting algorithm (Steinbach, Karypis and Kumar, 2000). (Fung, Wang and Ester, 2003) use frequent item set approach in their algorithm and (Steinbach, Karypis and Kumar, 2000) use variation of K-means bisecting algorithm.

3.1.3 Heavy Frequency Vector (HFV) as a Feature 

The problem addressed by (Bao, Shen, Liu and Liu Hai, 2005) is the use of TF-IDF (Term frequency-Inverse Document Frequency) for clustering in a dynamic or changing corpus because TF-IDF needs foreseen (Predefined) knowledge. The authors refer to (Yang and Pederson, 1997) and (Rogati and Yang, 2002) for different feature selection in terms of performance on text classification. The proposed HFV-base k-means clustering algorithm where most frequent words contained in a document used as a feature of document for clustering. The authors conducted the experiment on 11,359 texts from the reuter-21578 and compared the result of HFV with DF and chi based k-means. The experiment shows that HFV is better precision than others. The figure (from the authors) is given below for showing experimental result. The authors claim that HFV is easy to use and also believe that HFV reflects the content of document better than those selected by global feature (how many documents contained the word in the corpus) like document frequency (DF), information gain (IG) and chi. The authors argued that performance of HFV is more flat than others.
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     Fig 1: The macro-averaging precision/recall/FI of the clustering results of HFV, DF, IG and chi-based k-means method (Bao, Shen, and Liu, 2005, Page 47)

The authors use the frequent sequent approach and the proposed algorithm is based on the k-means algorithm. The authors and (Li and Chung, 2005) collect the documents from Reuters for their experiment. Both of them have good results compare to other algorithm. But the HFV algorithm is higher complexity. So the algorithm, presented by (Li and Chung, 2005), demands higher preference with respect to complexity.

3.2 Information Retrieval: Maximal Frequent Sequence 

3.2.1 Multiword Expressions 

The problem addressed by  (Ahonen-Myka, 1999) is to improve knowledge discovery in the field of information retrieval. The author states that the phrase (used in text information retrieval) is usually noun phrases or statiscal phrases. The author refers to (Feldman & Dagan, 1995;Feldman, Dagon & Klosan, 1996) where noun phrases are used that is not well suited to retrieve the information. The author also states that more versatile phrase are needed in this regard. The author argued that “verb phrases” might carry important hints in acts and process. The author described an algorithm for discovering maximal frequent sequences in documents. The author states that considering gap in maximal sequences gives more flexibility to retrieve information due to many variations in the real text. The author refers to (Agrawal, Mannila, Srikant, Toivonen & Varkamo, 1996) for discovery of sequential patterns as a related works. The author implemented the algorithm in perl and experiment with the publicly available Reuters-21578 news collection that contains 19000 small documents. The hardware environment was Sun enterprise 450 with 1 GB of main memory. The Table (from the author) given below shows performance result of the experiment. The author claimed that quality of sequence is very reasonable and offers a good starting point for a broad spectrum of further application.
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  Table 2: Performance Figures of the Phrase Discovery Phase (Ahonen-Myka, 1999,Page 06)

The approaches  (Agrawal, Mannila, Srikant, Toivonen & Varkamo, 1996) to discover sequential patterns are usually modification of the methods for finding frequent sets. The methods to discover sequential patterns also find the maximal frequent sequences. But due to performance reason (Agrawal, Mannila, Srikant, Toivonen & Varkamo, 1996) do not succeed. Using bottom up and greedy methods the author succeeds over the performance and found the result by conducting the experiment, which is stated above.

3.2.2 Maintaining a Gap between Words to Summarize 
The problem addressed by  (Doucet and Ahonen-Myka, 2004) is how to improve the performance of information retrieval given the growing amount of electronically stored textual information.  The authors refer to the previous work as follows: "use of phrases which was long seen as a natural way to improve   retrieval performance over the common document models that ignore the sequential aspect   of word occurrences in documents, considering them as “bags of words”.  But the authors state that such use of "statistical and syntactic phrases" has   shown disappointing results. The authors go on refer to the work of (Ahonen-Myka, 1999) who   proposed alternative form multi-word expressions called Maximal   Frequent Sequences .The authors state that these expressions are "Mined phrases" rather than statistical or syntactical phrases, and that   "their main strengths are to form a very compact index and to account for the sequentially and adjacency of meaningful word co-occurrences, by allowing    for a gap between words." The authors describe a method, which uses Maximal Frequent Sequence (MFS) in information retrieval. The authors represents documents by word features within the vector space model and by maximal frequent sequences, account for the sequential aspect of text. The authors conducted an experiment on 494 MB INEX document collection. The authors compare MFS with different statistical phrase. The authors claim that MFS would be most useful in the case of exhaustive information needs cases where no relevant information should be reached in a minimal number of hits. The table below shows the experimental result (taken from the authors). The authors proposed that more experiment to be done to find out whereas similar improvements can be obtained from other document collection as future work.
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     Table 3: Average Precision Result   (Doucet and Ahonen-Myka, 2004, Page 7)

The authors show a clear improvement in information retrieval by using their approach than statistical phrases introduced by (Mitra et. al., 1987).

3.2.3 Interesting Word Sequences 

The problem addressed by (Ahonen-Myka, 2005) is to use phrases in information retrieval.   The author also added “discovery of word sequences has been highly application-dependent”. The author refers to (Smadja, 1993) and (Choueka, 1983) who wrote that applications are guided by linguistic knowledge and heuristics. The author introduces a general method for finding interesting word sequences. The author states that interestingness is defined by the frequency of a sequence and the method finds all maximal frequent sequences in a set of text fragments, typically in a set of sentences or paragraphs.

The author tried to extract information retrieval by applying the idea of (Doucet and Ahonen-Myka, 2004). 

To summaries we can say that  (Ahonen-Myka, 1999) tried to extract information from sentence by using maximal word sequence. Then (Doucet and Ahonen-Myka, 2004) added a gap between words to extract the information from sentence more meaningfully using the idea of (Ahonen-Myka, 1999). Then (Ahonen-Myka, 2005) tried to get information from set of sentences i.e. from paragraphs by using the idea of (Doucet and Ahonen-Myka, 2004).

	Authors


	Problem Addressed
	Proposed Concept
	Referenced work

	(Ahonen-Myka, 1999)
	Information Retrieval from text
	Maximal Frequent 

Sequence
	(Agrawal, Mannila, Srikant

and Varkamo, 1996)

	(Shaam, 2001)
	Information retrieval from web
	Frequent Word sequence
	(Salton, 1989)

	(Doucet and Ahonen-Myka, 2004)
	Information Retrieval from textual Information
	Maximal Frequent 

Sequence
	(Ahonen-Myka, 1999) 

	(Li and Chung, 2005)
	 Text Retrieval for document clustering


	Frequent Word sequence
	Independent work

	(Bao, Shen, Liu and Liu Hai, 2005)
	Information retrieval on dynamic or changing corpus
	Frequent Word sequence
	(Yang and Pederson, 1997; Rogati and Yang, 2002)

	(Ahonen-Myka, 2005)
	Information retrieval from sentence
	Maximal Frequent Sequence
	(Doucet and Ahonen-Myka, 2004)


     Table 4: Papers that have addressed the information retrieval problem in dynamic environment

3.3 Clustering Accuracy: Frequent Itemset 

3.3.1 Representing Clustering Candidate 
The Problem addressed by (Beil, Ester and Xu, 2002) is to find truly relevant content from the intranet due to huge size, high dynamics and large diversity of the web. The authors state that most of the algorithm like bi-secting k-means does not satisfy the requirement: high dimensionality, large size and understandable description. The authors argued that Suffix Tree (Zamir and Etzioni, 98) did not satisfy the basic clusters property (The two basic clusters should not be similar in a connected component). The authors developed an algorithm where frequent item sets used based on the association rule mining. According to Authors a frequent term is not a cluster, but only the description of a cluster. The authors refer to (Hipp, Guntzer and Nakhaizadah, 2000) and (Agrawal and Srikant, 1994) for an overview of association rule mining. The key idea is to consider the only low-dimensional frequent term sets as cluster candidate. The authors’ experiments were performed on a Pentium III PC with 400 MHz clock speed and 256 MB of main memory. The authors used java as a programming language. According to the experiment their algorithm is more efficient than bi-secting k-means by factor of 4 for WAP data (20 clusters). The authors claim that their algorithm generates a description and yield a better cluster quality comparable to bi-secting and 9-Secting k-means. The algorithm developed by the authors is greedy algorithm. The authors proposed that a dynamic programming of their algorithm might be adopted to solve the frequent term based clustering as a future work.
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Table 5: Comparison of the F-measure   (Bell, Ester and Xu, 2002,Page 44)

The proposed clustering algorithm
(HFTC) has promising application as a front end of search engine. From the experimental result we have seen that bisecting k-means (Steinbach, Karypis, Kumar, 2000) and 9-secting k-means has better F-measure values. But F-measure forms some average of the precision and recall which favor non-overlapping clustering. The two variants of k-means are non-overlapping clusters. But HFTC (proposed algorithm) discovers overlapping clusters and it is useful as a search engine where overlapping clusters occur like Yahoo! Directory and better performance than suffix tree algorithm (Zamir and Etzioni, 98)

3.3.2. Dimension Reduction 
The problem addressed by (Fung, 2002) is poor clustering accuracy due to incorrect estimation of the number of clusters. The author states that   frequent Itemsets (Agrawal and Srikant, 1994) comes from association rule mining will be selected for each cluster. The author proposed an algorithm FIHC for clustering the documents where frequent Itemset is used and a hierarchical topic tree is constructed from the clusters. The author argued that as frequent Itemset is being used as preliminary step, the dimension of each document is drastically reduced, which in turn increase efficiency and scalability. The author performed the experiment on a Pentium III 667 MHz PC with largest datasets (Reuters). The author claims the algorithm FIHC runs twice faster than the best competitor, bisecting k-means. The author also claims that the proposed algorithm is more scalable because the experiment with 10000 documents shows that FIHC algorithm completes its whole process within two minutes while UPGMA and HFTC could not even produce a clustering solution. A possible direction of future research is the development of a disk resident version of FIHC and its application to very large datasets like Yahoo.

The problem addressed by (Fung, Wang and Ester, 2003) is to improve the clustering quality where the cluster size varies in a large scale. The authors state that variation of cluster size reduces the clustering accuracy for some of the state-of-the art algorithms. The authors also added that the standard clustering algorithm do not satisfy the special requirements. The requirements are as follows: High dimensionality, high volume of data, ease of browsing and meaningful cluster labels. The authors refer to (Agrawal and Srikant, 1994) for the idea of frequent Itemset coming from association rule mining for document clustering, which is used in the algorithm. The authors proposed an algorithm called frequent Itemset –based Hierarchical clustering (FIHC) where frequent items (minimum fraction of documents) used to reduce the high dimensionality and meaningful cluster description. The authors conducted an experiment on Pentium III 667 MHz PC to examine the runtime efficiency and scalability. The authors claim that FIHC runs twice faster than bisecting k-means and much faster than HFTC (Ester and Xu, 2002) and UPGMA (Dubes and Jain, 1998). The authors also claim that with respect to F-measure their algorithm gives better result than bisecting k-means, UPGMA and HFTC in terms of accuracy. The table (from the authors) below shows the partial result with respect to F-measure.
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Table 6:  F-measure comparison (Fung, Wang and Ester. 2003, page 302)

Bisecting k-means generate relatively deep hierarchies, so it is not suitable for browsing.

The other frequent Itemset-based algorithm HFTC (Ester and Xu, 2002) stated in 3.3.1 provides a relatively flat hierarchy but its different branches of hierarchy decreases the accuracy. FIHC uses sibling merging method and overcome the problem and it gets higher accuracy in browsing.

3.3.3 Locating Center Point 

The problem addressed by (Zhuang and Dai, 2004) is how to cluster web documents efficiently and accurately. The authors state, “Search engine users are overwhelmed by high volume of results returned in response to single query ”. The authors defined that problem as “abundance problem” and refer to (Kleinberg, 1999) for the definition of that problem. The authors state that repetitive algorithm like K-means and Expectation-Maximization (EM) are sensitive to their initial condition, which is hindrance of clustering accuracy. The authors include that if the highest density is identified at the beginning of clustering the clustering accuracy will be improved. The authors refer to work done by (Han, Karypis, Kumar, and Mobasher 1997). The authors introduce an approach (to achieve the above goal) called Maximal Frequent Itemset (MFI) to locate central points as the initial points for the k-means algorithm. The proposed algorithm is called MFI k-means algorithm. The authors use three-web document datasets in the experiment, which consists of 314 web documents, collected from university of waterloo websites and contain information regarding career service, co-operative education, health service, information technology and Canada transportation. From the experiment (the table given below taken from the authors) the authors claim that MFI k-means outperforms about 10% improvement over farthest travel algorithm as well as spherical k-means in terms of F-measure. The authors also conducted the experiment taking 3 data set and conclude that MFI k-means works better than other methods where the document collection is small (around 31). The authors like to do further study on the possibility of combining initialization method with other iterative clustering algorithm like Expectation-Maximization (Em) algorithm as a future work. 
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      Table 7:  F-measure comparison  (Zhuang and Dai, 2004, Page 08)

To summarize the above three approaches stated in section 3.3.1,3.2.2 and 3.3.3 we can say that all the three approaches tried to cluster the web documents as a search engine with higher clustering accuracy based on frequent Itemset-based technique. The approach by (Ester and Xu, 2002) gets the clustering accuracy comparing to k-means and (Fung, Wang and Ester, 2003) improves the accuracy with respect to scalability using their approach than (Ester and Xu, 2002). (Zhuang and Dai, 2004) present another frequent termset-based algorithm to improve the accuracy. But this algorithm is limited to document frequency i.e. document class. It gives better result when document class is 30 but more than 30 its accuracy decreases. That is why it is not scalable.

	Authors


	Problem Addressed
	Proposed Concept
	Referenced work

	(Beil, Ester and Xu, 2002)
	Clustering accuracy 
	Frequent Itemset
	(Hipp, Guntzer and Nakhaizadah, 2000; Agrawal and Srikant, 1994)

	(Fung, 2002)
	Clustering accuracy
	Frequent Itemset
	(Agrawal and Srikant, 1994)

	(Fung, Yang and Easter, 2003)
	Quality of cluster in large document set


	Frequent Itemset
	(Agrawal and Srikant, 1994)

	(Zhuang and Dai, 2004)
	Clustering accuracy


	Frequent Itemset
	(Han, Karypis, Kumar, and Mobasher 1997)


Table 8: Papers that have addressed the clustering quality for document clustering concept discovery

3.4 Concept Discovery

3.4.1 Word Similarity 

The problem addressed by (Lin, 1997) is to extract semantics from text in natural language. The author refers to (Gentner, 1982) where it is argued that similarity plays an important role in word acquisition. The author’s similarity is based on a proposal in (Lin, 1997), where the similarity between two objects is defined to be the amount of information contained in the commonality between the objects divided by the mount of information in the description of the objects. The author presents a method for identifying similar word. The author conducted 4294 nouns that occurred at least 100 times in the parsed corpus and compared with WordNet and Roget Thesaurus. The author claims that the result is significantly similar to WordNet and Roget. The author proposed the formal evaluation of the algorithm in terms of accuracy as a future work
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           Table 9:Distribution of differences (Lin, 1997, page772)

From the above experiment it is shown that sim-cosine gives similar result compare to (Grefenstette, 1994; Hindle, 1990; Ruge, 1992) where dependency relationship is used as the word features, based on which word similarities are computed.

The results show that their automatically created thesaurus is   significantly   closer to   WordNet than   Roget. Thesaurus is their experiments also surpass previous experiments on automatic thesaurus construction in scale and (possibly) accuracy.

 3.4.2 Distribution Similarity
The problem addressed by (Lin and Pantel, 2002a) is the approach of defining word senses for document clustering using a manually constructed lexicon. The authors state that problem can be defined as follows :(a) manually created lexicon (wordNet) often contains rare sense (b) these lexicon miss many   domain specific senses. The authors describe that “word occurred in the same context tend to be similar”. This is known as “Distribution Hypothesis” .The authors refer to (Harris, 1985) for distribution hypothesis and (Hindle, 1990) for computing similarity between words based on their distribution. The authors describe an algorithm, which automatically discovers word senses by clustering words according to the distributional similarity. The algorithm called CBC, (Clustering By Committee), in which, the centroid of a cluster is constructed by the feature vector of a subset of the cluster members. The authors conducted the experiment on 1 GB of newspaper text from the TREC collection (1988 AP newswire, 1989-90 LA times and 1991 San Jose Mercury) at a speed of about 500 words/seconds on Pentium III-750 with 512 MB memory. From the experiment the authors claim that The CBC outperforms by 7.5% precision and 5.3% recall from its best competitor like Buckshot and k-means. The authors also claim that CBC outputs agreed with 88% of the decision made by the automatic evaluation.

(Lin, 1997) tried to extract the senses automatically from word comparing with wordNet and Roget, which is subjective. (Lin and Panel, 2002a) explained that the wordNet miss many domain-specific senses. Using distribution word similarity the authors overcome the above problem in the research.

3.4.3 Editing Distance
The problem addressed by (Lin and Pantel, 2002b) is to improve domain specific senses by using lexicon like wordNet in document clustering. The authors also state “wordNet misses the user-interface-object sense of the word dialog”. The authors refer to (Lin and Pantel, 2002a) as the idea of using a clustering algorithm to induce semantic classes. The authors present a methodology that is based on the editing distance between output clusters and classes extracted from wordNet. The Authors proposed the algorithm called CBC in which the centroid of a cluster is constructed by averaging the feature vectors of a subset of the cluster members. As an experiment the authors use Minipar (Lin, 1994) a broad coverage English paper, to parse about 1 GB (144 words) of newspaper text from the TREC collection (1988 AP Newswire, 1989-90 LA Times and 1991 Sa Jose Mercury) at a speed of about 500 words/seconds on a PIII-750 with 512MB memory. The authors constructed two test sets S13403 consists of 13403 words and S3566   consists of 3566 words. From the experiment the authors claim that CBC out performs several well known hierarchical, partitional and hybrid clustering algorithm. The figure (shown below taken from authors) is the experimental result, which is taken from the author. The authors also claim that CBC outperforms K-means by 4.25%.
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Table 10: Cluster quality (%) of several clustering algorithms (Dekang and Patrick, 2002b, Page 05)

To summarize we can say that (Lin, 1997) automatically extracts the word senses from words and then (Lin and Panel, 2002a) find the failureness of wordNet to extract domain specific senses. They come up with the solution using semantic class and then in the same year (Lin and Panel, 2002b) improve extracting senses from text by using the previous concept and adding some new concept. The experiment compared with other algorithm like k-means and its variance gives better result, which is shown in the above figure.

	Authors


	Problem Addressed
	Proposed Concept
	Referenced work

	(Lin, 1997).
	Semantic Analysis

For text
	Concept discovery 
	Independent

	(Lin and Pantel, 2002a)
	Semantic Analysis

For text
	Concept discovery 
	(Harris, 1985; Hindle, 1990)

	(Lin and Pantel, 2002b)
	Semantic Analysis for text
	Concept discovery 
	(Lin and Pantel, 2002a)


Table 11: Papers that have addressed the concept discovery for document clustering

3.5 Clustering efficiency: Selecting base cluster

3.5.1 Using Scatter/Gather 
The problem addressed by (Cutting, Karger, Pedersen, and Tukey, 1992) is to improve performance and information retrieval of document clustering for large corpora. The authors also state that document-clustering algorithms are often slow, with quadratic runtime. The authors refer to (Pederson, Cutting and Tukey, 1991) for the concept of word based directed text search methods because the author use this concept in their algorithm. The authors developed an approach called Scatter/Gather for document clustering. The idea of the authors is that the system scatters the collection into a small number of document groups or clusters and present short summaries. Based on these summaries the user selects one or more groups for further study.  The system then applies clustering again to scatter the new sub collection into a small number of document groups. The successive iteration will give the final result. The authors perform the experiment on 30 megabyte of ASCII text in about 5000 articles. The authors argued that Scatter/Gather could be an effective information access tool in document clustering. By Scatter/Gather approach, the number of clusters desired is small and thus this speed up clustering.

3.5.2 Using a Phrase 
The problem addressed by (Zamir and Etzioni, 1998) to this paper is to cluster the documents on predetermined constants based on halting criteria. The authors refer to (Buckley et. al., 1995) for the use of phrase to supplement word-based indexing in IR system and also refer to (Zhai, 1995) for the improvement of precision from where they got an idea to develop their algorithm. It appears that the authors introduce a linear time algorithm called Suffix Tree Clustering (STC). In this algorithm the authors use a phrase (an ordered sequence of one or more words to define a base cluster which share a common phrase). The authors measure the execution time (experimental figure taken from the authors given below) of the algorithm with respect to other algorithm in a Linux machine running on Pentium 200 processor. The authors also measure the average precision that is shown in the figure provided by the author. The authors claim that STC produce good precision with respect to well-known k-means and Buckshot (Cutting et.al., 2000) algorithm. In future work the authors intended to perform a controlled user study to further contrast STC with rank-link presentation.
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Fig 2:Average precision (left) and Execution time (right) of different algorithm  (Zamir and Etzioni, 1998, page 51,52)

This proposed algorithm deals with the performance of clustering. The authors develop the suffix tree of all the sentences of the documents in the collection and it plays as a pioneer to cluster the document as search engine. 

3.5.3.Using Center Adjustment 
The problem addressed by (Larsen and Aone, 1999) is to require training and prior knowledge to cluster the documents. The authors refer to (Cutting, Kerger, Pederson and Tukey, 1992) for the techniques from Scatter/Gather (buckshot, fractionation) and k-means. The authors developed a methodology for document clustering where they apply continuous center adjustment rather than seed selection (k-means) .The authors test their system performance on 166 MHz single CPU spare ultra 1 with 256 MB of Ram. The authors claim that average F-measure increases from 0.44 to 0.52, a difference that significantly exceeds the standard deviation of around 0.01.The authors also argued that without center adjustment, seed selection performs very poorly (.352 F-measure) where continuous center adjustment performs better (.5 F-measure). The authors plan to do their test on gigabytes of text as a future work. They also plan to apply their algorithm to structured data instead of text. 

It is noted that the main problem of k-means is initial value of   K. The performance and the quality vary with the variation of initial values of K. The authors overcome the problems of k-means by center adjustment and get the better performance.

The problem addressed by (Dhillon, Mallela and Kumar, 2002) is to improve high computational cost and clustering accuracy in document clustering. The authors refer to the previous work as follows: “distributional clustering of feature has been found to achieve improvements over feature selection in terms of classification accuracy, especially at lower number of features (Baker and McCallum, 1998 and Slonim and Tisby, 2001)” but the authors state that these techniques are agglomerative in nature and result in high computational cost.  The authors derive a global criterion for feature clustering and propose an information-theoretic divisive algorithm for clustering words, which is reminiscent of the k-means algorithm but uses Kullback Leibler divergence (Kullback and Leibler, 1951). The authors did an experiment using Naïve Bayes and support Vector machines on the 20 Newsgroups data set and a 3-level hierarchy on HTML documents collected from Dmoz Open directory. The authors claim that Divisive-clustering algorithm achieves higher classification than information gain algorithm by 12 %. From the experiment they also claim that while divisive clustering achieves 93.33 % accuracy, agglomerative clustering achieves only 76.97 %. As a future work the authors intend to conduct experiments at a larger scale on hierarchical web data to evaluate the effectiveness of the resulting hierarchical classifier.

3.5.4. Using FP-Tree 

The problem addressed by (Han, Pei and Yin, 2000) is to generate candidates and test in Apriori- like algorithm. The authors refer to (Agrawal, Aggarawal and Prasad, 2000) for frequent pattern mining algorithm. The authors proposed frequent pattern tree (FP-tree) structure for storing compressed crucial information with frequent pattern. They performed their experiments on a 450 MHz Pentium PC machine with 128 megabytes main memory, running on Microsoft/NT.They use Microsoft/visual C++ 6.0 as a programming language. In the experiment they basically checked scalability of their method with respect to Apriori algorithm. The author argued that their method mines both short and long patterns efficiently in comparison with several influential frequent pattern-mining algorithms. The authors claim that the scalability of FP-growth decreases from 3% to 0.1% compare to Apriori with support threshold. The authors intended to do constraint-based mining of frequent patterns using FP-tree and the extension of the FP-tree based mining as their future work.

This algorithm constructs highly compact FP-Tree, which is substantially smaller than original database, and this way the mining process gives good performance in clustering the documents.

To summarize the approaches we can say that to improve the performance  (Cutting, Karger, Pedersen, and Tukey, 1992) developed an algorithm by using Scatter and Gather method. But they did not provide any comparison with other algorithm for checking the performance.  (Zamir and Etzioni, 1998) developed a suffix tree algorithm to get the quality from web efficiently. But the branching suffix tree does not give desired result. Then (Larsen and Aone, 1999) improves the k-means algorithm by center adjustments to get better performance with cluster quality. Then  (Han, Pei, and Yin, 2000) create the mining process using without candidate generation for better performances. But it is not suitable for unstructured data.

	Authors


	Problem Addressed
	Proposed Concept
	Referenced work

	(Cutting, Karger Pedersen and Tukey, 1992)
	Clustering Efficiency
	Selection of base cluster
	(Pederson, Cutting and Tukey, 1991)

	(Zamir and Etzioni, 1998)
	Clustering efficiency
	Selection of base cluster
	(Zhai, 1995)

	(Larsen and Aone, 1999)
	Clustering efficiency
	Selection of base cluster
	(Pederson, Cutting and Tukey, 1991)

	(Han, Pei and Yin, 2000)
	Clustering efficiency
	FP tree
	(Agrawal, Aggarawal and Prasad, 2000)

	(Dhillon, Mallela and Kumar, 2002)
	Clustering efficiency
	Selection of base cluster
	(Kullback and Leibler, 1951)


    Table 12: Papers that have addressed the clustering efficiency for document clustering

3.6 Two Comparisons in favor of k-means
K-means and its variants clustering algorithms require the user to specify some input parameters, e.g., the number of clusters. However, the user often does not have such prior domain knowledge. Clustering accuracy may degrade drastically if an algorithm is too sensitive to these input parameters (Halkidi, Batistakis and Vazirgiannis, 2001).
But both the basic and the bisecting k-means algorithms are relatively efficient and scalable, and their complexity is linear to the number of documents. As they are easy to implement, they are widely used in different clustering applications. (Steinbach, 2000) shows that Unweighted Pair Group Method with Arithmetic Mean (UPGMA) (Kaufman and Rousseeuw, 1990) is the most accurate one in its category. The author compares k-means with UPGMA and experimentally shows better result than UPGMA algorithm and (Chen, 2005) strongly support k-means in terms of accuracy by adding some parameter to measure the accuracy. 

The problem addressed by (Steinbach, Karypis and Kumar, 2000) is to improve the clustering quality with respect to time complexity. The authors state about hybrid algorithm called scatter/gather developed by (Cutting, Karger, Pedersen, and Tukey, 1992) as a previous work. The authors refer to the work of  (Guha, Rastogi and Shim, 1999) where the issue of global property (average similarity measure) has been described. The authors use the k-means algorithm (Steinbach and Kumar, 2000) and concept of average similarity measure to focus the new approach. The authors performed the experiment of Bisecting k-means with agglomerative hierarchical algorithm. The authors argued bisecting k-means is better performance with compare to UPGMA (Kaufman and Rousseeuw, 1990) algorithm. Moreover the authors claim that bisecting k-means is attractive when compared to that of agglomerative hierarchical clustering techniques-O (n) versus O (n2). The table (from the authors) below shows the partial result with respect to F-measure. 
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 Table 13: Comparison of the F-measure (Steinbach, Karypis and Kumar, 2000, page 11)

The problem addressed by (Chen, 2005) is to improve the measurement index to   check the quality of cluster. The author states that multiple indices are desirable to determine the ranking of algorithm. The author chooses three external evaluation indices, F-score, Hubert’s ( and Q0, from the area of text classification, information retrieval and information theory respectively. The author developed a methodology to evaluate and compare the quality of clusters. The author states that “K-means suffers criticism of favoring spherical shapes and splitting large clusters when large clusters when dramatic cluster size is present (Rastogi and Shim, 1998). ” From the experiment the author revealed that the abovementioned criticism of k-means is misleading. The author argued that k-means produces 95% of the quality. The author claim that k-means is fairly good algorithm, with little sacrifice in terms of quality, given its linear running time.

4. CONCLUSION

This report contains a review of research on text document clustering using k-means algorithm on frequent word sequences. Most of the algorithms presented deal with various clustering issues. Five main issues were identified as a concern for any good clustering algorithm.

One of the basic issues in text document clustering is clustering quality. Scatter/ Gather (Cutting, Karger, Pedersen, and Tukey, 1992) has been proposed for document browsing system based on clustering. It uses a hierarchical clustering algorithm. (Steinbach, 2000) shows that the bisecting k-means algorithm outperforms basic k-means as well as agglomerative hierarchical clustering in terms of clustering quality. K-means and its variants (Cutting, Karger, Pedersen, and Tukey, 1992) represent the category of partitioning clustering algorithms that create a flat, non-hierarchical clustering consisting of k clusters. Both the basic and the bisecting k-means algorithms are relatively efficient and scalable, and their complexity is linear to the number of documents. As they are easy to implement, they are widely used in different clustering applications. A major disadvantage of k-means, however, is that an incorrect estimation of the input parameter, the number of clusters, may lead to poor clustering accuracy. Also, the k-means algorithm is not suitable for discovering clusters of largely varying sizes, a common scenario in document clustering.

This has motivated the development of new special text clustering algorithm, which are not based on vector space model. SuffixTree (Zamir and Etzioni, 1998) is a first method following this approach. But the drawback of SuffixTree is that while two directly neighboring basic clusters must be similar, two distant nodes (basic clusters) within a connected component do not have to be similar at all. Moreover SuffixTree clustering has not been evaluated on standard test datasets so that its performance can hardly be compared with other methods.
The Hierarchical Frequent Term-based Clustering (HFTC) method proposed by (Beil, Ester, and Xu, 2002) attempts to address the special requirements in document clustering using the notion of frequent Itemsets. HFTC greedily selects the next frequent Itemset, which represents the next cluster, minimizing the overlap of clusters in terms of shared documents. The clustering result depends on the order of selected Itemsets, which in turn depends on the greedy heuristic used. Although HFTC is comparable to bisecting k-means in terms of clustering accuracy, experiments show that HFTC is not scalable (Fung, Wang, Ester, 2003). A scalable document clustering algorithm, Frequent Itemset-based Hierarchical Clustering (FIHC) is developed by (Fung, Wang, and Ester, 2003).
Understanding the semantic and lexical orientation of words so as to group similar words in the same category is another issue. Some researchers like (Sileber and McCoy, 2000) use the wordNet Ontology, but other researchers like (Lin and Pantel, 2002) create their own text classes to automatically induce semantic classes.

 (Li and Chung, 2005) also developed CFWS to meet the special challenge for text clustering based on frequent word sequences to create clusters and summarize their content for the user. (Bao, Shen, Liu and Liu Hai, 2005) also developed the HFV for the same. Experiment by (Li and Chung, 2005) shows that CFWS has the better performance than FIHC and the HFV has the higher complexity with to respect to CFWS.
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6. ANNOTATIONS FOR 20 IMPORTANT REFERENCES

1. Ahonen-Myka, H. (1999) Finding All Maximal Frequent Sequences in Text. http://www-ai.ijs.si

The problem addressed by the author in that paper is to improve knowledge discovery in the field of information retrieval. The author states that the phrase (used in text information retrieval) is usually noun phrases or statiscal phrases. The author refers to (Feldman & Dagan, 1995;Feldman, Dagon & Klosan, 1996) where noun phrases are used that is not well suited to retrieve the information. The author also states that more versatile phrase are needed in this regard. The author argued that “verb phrases” might carry important hints in acts and process. The author described an algorithm for discovering maximal frequent sequences in documents. The author states considering gap in maximal sequences gives more flexibility to retrieve information due to many variations in the real text. The author refers to (Agrawal, Mannila, Srikant, Toivonen & Varkamo, 19996) for discovery of sequential patterns as a related works. The author implemented the algorithm in perl and experiment with the publicly available Reuters-21578 news collection that contains 19000 small documents. The hardware environment was Sun enterprise 450 with 1 GB of main memory. The figure (taken from the paper) given below shows performance result of the experiment. The author claimed that quality of sequence is very reasonable and offers a good starting point for a broad spectrum of further application.
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Table 1: Performance Figures of the Phrase Discovery Phase (Ahonen-Myka, 1999,Page 06)

2. Ahonen-Myka, H. (2005) Mining all maximal frequent word sequences in 
  a set of sentences Poster Paper: Proceedings of the 14th ACM International Conference on Information and Knowledge Management, Bremen, Germany, 255 – 256

The problem addressed by the author is to use phrases in information retrieval.   The author also added “discovery of word sequences has been highly application-dependent”. The author refers to (F.Smadja, 1993) and (Y.Choueka, 1983) who wrote that applications are guided by linguistic knowledge and heuristics. In this paper the author introduces a general method for finding interesting word sequences. The author states that interestingness is defined by the frequency of a sequence and the method finds all maximal frequent sequences in a set of text fragments, typically in a set of sentences or paragraphs.

3.  Bao, J., Shen, J., Liu, X., and Liu, H. (2005) The Heavy Frequency Vector- Based Text Clustering, International Journal of Business Intelligence and Data Mining Vol. 1, No. (1), 42 - 53

The problem addressed by the authors is the use of TF-IDF (Term frequency-Inverse Document Frequency) for clustering in a dynamic or changing corpus because TF-IDF needs foreseen (Predefined) knowledge. The authors refer to (Yang and Pederson, 1997) and (Rogati and Yang, 2002) for different feature selection in terms of performance on text classification. The proposed HFV (Heavy Frequency vector)-base k-mean clustering algorithm where most frequent words contained in a document used as a feature of document for clustering. The authors performed the experiment on 11,359 texts from the reuter-21578 and compared the result of HFV with DF and chi based k-means. The experiment shows that HFV is better precision than others (The chart (experimental result) given below provided by the authors). The authors claim that HFV is easy to use and also believe that HFV reflects the content of document better than those selected by global feature (how many documents contained the word in the corpus) like document frequency (DF), information gain (IG) and chi. The authors argued that performance of HFV is more flat than others.
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Fig1: The macro-averaging precision/recall/FI of the clustering results of HFV, DF, IG and chi-based k-means method (Bao, Shen, and Liu, 2005, Page 47)

4.  Beil, F., Ester, M. and Xu, X. (2002) Frequent Term-based Text Clustering.   Proceedings of the 8th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, 436-442.

The Problem addressed by the authors is to find truly relevant content from the intranet due to huge size, high dynamics and large diversity of the web. The authors state that most of the algorithm like bi-secting k-means does not satisfy the requirement: high dimensionality, large size and understandable description. The authors argued that Suffix Tree (Zamir and Etzioni, 98) did not satisfy the basic clusters property (The two basic clusters should not be similar in a connected component). The authors developed an algorithm where frequent item sets used based on the association rule mining. According to Authors a frequent term is not a cluster, but only the description of a cluster. The authors refer to (Hipp, Guntzer and Nakhaizadah, 2000) and (Agrawal and Srikant, 1994) for an overview of association rule mining. The key idea is to consider the only low-dimensional frequent term sets as cluster candidate. The experiments were performed on a Pentium III PC with 400 MHz clock speed and 256 MB of main memory. The authors used java as a programming language. According to the experiment their algorithm is more efficient than bi-secting k-means by factor of 4 for WAP data (20 clusters). The authors claim that the proposed algorithm generates a description and yield a better cluster quality comparable to bi-secting and 9-Secting k-means. Their algorithm is greedy algorithm. The authors proposed that a dynamic programming of their algorithm might be adopted to solve the frequent term based clustering as a future work.

5. Chen, J. (2005) Comparison of Clustering Algorithm and   its   Application to Document Clustering. PhD Thesis, Department of Computer Science, Princeton University. New Jersey, USA.214 pages

The problem addressed by the author is to improve the measurement index to   check the quality of cluster. The author states that multiple indices is desirable to determine the ranking of algorithm. The author chooses three external evaluation indices, F-score, Hubert’s ( and Q0, from the area of text classification, information retrieval and information theory respectively. The author developed a methodology to evaluate and compare the quality of clusters. The author states that 

“K-means suffers criticism of favoring spherical shapes and splitting large clusters when large clusters when dramatic cluster size is present (51,58) ” From the experiment the author revealed that the abovementioned criticism of k-means is misleading. The author argued that k-means produces 95% of the quality. The author claims that k-means is fairly good algorithm, with little sacrifice in terms of quality, given its linear running time.

6. Cutting, D. R., Karger, D. R., Pedersen, J. O., and Tukey, J. W. (1992).  Scatter/gather: A Cluster-based Approach to Browsing large Document Collections. In Proceedings of the Fifteenth Annual International ACM SIGIR Conference on Research and Development in Information Retrieval.Danmark, 318–329.

The problem addressed by the authors is to improve performance and information retrieval of document clustering for large corpora. The authors also state that document-clustering algorithms are often slow, with quadratic runtime. The authors refer to (Pederson, Cutting and Tukey, 1991) for the concept of word based directed text search methods because the authors use this concept in their algorithm. The authors developed an approach called Scatter/Gather for document clustering. The idea of the authors is that the system scatters the collection into a small number of document groups or clusters and present short summaries. Based on these summaries the user selects one or more groups for further study.  The system then applies clustering again to scatter the new sub collection into a small number of document groups. The successive iteration will give the final result. The authors perform the experiment on 30 megabyte of ASCII text in about 5000 articles. The authors argued that Scatter/Gather could be an effective information access tool in document clustering.

7. Dhillon, I. S., Mallela, S. and Kumar, R (2002) Enhanced Word Clustering for Hierarchical Text Classification. Proceedings of the Eighths ACM SIGKDD International Conference on Knowledge Discovery and    DataMining, 291-300

The problem addressed by the authors is to improve high computational cost and clustering accuracy in document clustering. The authors refer to the previous work as follows: “distributional clustering of feature has been found to achieve improvements over feature selection in terms of classification accuracy, especially at lower number of features (Baker and McCallum, 1998 and Slonim and Tisby, 2001) ” but the authors state that these techniques are agglomerative in nature and result in high computational cost.  In this paper the authors derive a global criterion for feature clustering and propose a information-theoretic divisive algorithm for clustering words which is reminiscent of the k-means algorithm but uses Kullback Leibler divergence (Kullback and Leibler, 1951). The authors did an experiment using Naïve Bayes and support Vector machines on the 20 Newsgroups data set and a 3-level hierarchy on HTML documents collected from Dmoz Open directory. The authors claim that Divisive-clustering algorithm achieves higher classification than information gain algorithm by 12 %. From the experiment they also claim that while divisive clustering achieves 93.33 % accuracy, agglomerative clustering achieves only 76.97 %. As a future work the authors intend to conduct experiments at a larger scale on hierarchical web data to evaluate the effectiveness of the resulting hierarchical classifier.

8.
Doucet, A. and Ahonen-Myka, H. (2004) Non-Contiguous Word Sequences for Information Retrieval. Department of Computer Science, P.O. Box 26 (Teollisuuskatu 23) FIN-00014 University of Helsinki, Finland, 01–08.

The problem addressed by the authors is how to improve the performance of    information retrieval given the growing amount of electronically stored textual information.  The authors refer to the previous work as follows: "use of phrases which was long seen as a natural way to improve   retrieval performance over the common document models that ignore the sequential aspect   of word occurrences in documents, considering them as “bags of words”.  But the authors state that such use of "statistical and syntactic phrases" has   shown disappointing results. The authors go on refer to the work of (Ahonen-Myka, 1999) who   proposed alternative form multi-word expressions called Maximal   Frequent Sequences .The authors states that these expressions are "Mined phrases" rather than statistical or syntactical phrases, and that   "their main strengths are to form a very compact index and to account for the sequentially and adjacency of meaningful word co-occurrences, by allowing    for a gap between words." The authors describe a method, which uses Maximal Frequent Sequence (MFS) in information retrieval. The authors represent documents by word features within the vector space model and by maximal frequent sequences, account for the sequential aspect of text. The authors conducted the experiment on 494 MB INEX document collection. The authors compare MFS with different statistical phrase. The authors claim that MFS would be most useful in the case of exhaustive information needs cases where no relevant information should be reached in a minimal number of hits. The figure below shows their experimental result (copied from the paper). The authors proposed that more experiment to be done to find out whereas    similar improvements can be obtained from other document collection as future work.
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     Table 2: Average Precision Result   (Doucet and Ahonen-Myka, 2004, Page 7)       

9. Fung, B.C.M. (2002) Hierarchical Document Clustering using Frequent Item sets.  Master's thesis, School of Computing Science, Simon Fraser University, Burnaby, British Columbia, Canada.74 pages
The problem addressed by the author is poor clustering accuracy due to incorrect estimation of the number of clusters. The author states that   frequent Itemsets comes from association rule mining will be selected for each cluster. The author proposed an algorithm FIHC for clustering the documents where he used frequent Itemset and a hierarchical topic tree is constructed from the clusters. The author argued that as frequent Itemset is being used as preliminary step, the dimension of each document is drastically reduced, which in turn increase efficiency and scalability. The author performed his experiment on a Pentium III 667 MHz PC with largest datasets (Reuters). The author claims that his algorithm FIHC runs twice faster than the best competitor, bisecting k-means. The author also claims that his algorithm is more scalable because his experiment with 10000 documents shows that FIHC algorithm completes its whole process within two minutes while UPGMA and HFTC could not even produce a clustering solution. A possible direction of future research is the development of a disk resident version of FIHC and its application to very large datasets like Yahoo.

10. Fung, B. C. M, Wang, K. and Ester, M. (2003) Hierarchical Document   Clustering using Frequent Item sets, Proc. Of SIAM Int’l Conf. on Data Mining, 180-304.

The problem addressed by the authors is to improve the clustering quality where the cluster size varies in a large scale. The authors state that variation of cluster size reduces the clustering accuracy for some of the state-of-the art algorithms. The authors also added that the standard clustering algorithm do not satisfy the special requirements. The requirements are as follows: High dimensionality, high volume of data, ease of browsing and meaningful cluster labels. The authors refer to (Agrawal and Srikant, 1994) for the idea of frequent Itemset coming from association rule mining for document clustering, which is used in their algorithm. The authors proposed an algorithm called frequent Itemset –based Hierarchical clustering (FIHC) where frequent items (minimum fraction of documents) used to reduce the high dimensionality and meaningful cluster description. The authors made an experiment on Pentium III 667 MHz PC to examine the runtime efficiency and scalability. The authors claim that FIHC runs twice faster than bisecting k-means and much faster than HFTC (Ester and Xu, 2002) and UPGMA (Dubes and Jain, 1998). The authors also claim that with respect to F-measure their algorithm gives better result than bisecting k-means, UPGMA and HFTC in terms of accuracy. The table (from the paper) below shows the partial result with respect to F-measure.
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    Table 3: F-measure comparison (Fung, Wang and Ester. 2003, page 302)

11. Han, J., Pei, J. and Yin, Y (2000) Mining Frequent Patterns without Candidate Generation. In Proceedings of the 2000 ACM SIGMOD International Conference on Management of Data (SIGMOD’00), Dallas, Texas, USA., 200-212

The problem addressed by the authors is to generate candidates and test in Apriori-like algorithm. The authors refer to (Agrawal, Aggarawal and Prasad, 2000) for frequent pattern mining algorithm. The authors proposed frequent pattern tree (FP-tree) structure for storing compressed crucial information with frequent pattern. The authors performed their experiments on a 450 MHz Pentium PC machine with 128 megabytes main memory, running on Microsoft/NT.They use Microsoft/visual C++ 6.0 as a programming language. In the experiment the authors basically checked scalability of the method with respect to Apriori algorithm. The authors argued that their method mines both short and long patterns efficiently in comparison with several influential frequent pattern-mining algorithms. The authors claim that the scalability of FP-growth decreases from 3% to 0.1% compare to Apriori with support threshold. The authors intended to do constraint-based mining of frequent patterns using FP-tree and the extension of the FP-tree based mining as their future work.

12. Larsen, B.and Aone, C. (1999) Fast and Effective Text Mining Using Linear-time Document Clustering. Journal of KDD, San Diego CA USA, 16–22.

The problem addressed by the authors in this paper is to require training and prior knowledge to cluster the documents. The authors refer to (Cutting, Kerger, Pederson and Tukey, 1992) for the techniques from Scatter/Gather (buckshot, fractionation) and k-means. The authors developed a methodology for document clustering where they apply continuous center adjustment rather than seed selection (k-means) .The authors test their system performance on 166 MHz single CPU spare ultra 1 with 256 MB of Ram. The authors claim that average F-measure increases from 0.44 to 0.52, a difference that significantly exceeds the standard deviation of around 0.01.The authors also argued that without center adjustment, seed selection performs very poorly (.352 F-measure) where continuous center adjustment performs better (.5 F-measure). The authors plan to do the test on gigabytes of text as a future work. The authors also plan to apply the algorithm to structured data instead of text.    

13. Li, Y. and Chung, S. (2005) Text Document Clustering Based on   Frequent Word Sequences. Poster paper: Proceedings of the 14th ACM International Conference on Information and Knowledge Management, Bremen, Germany, 293-294

The problem addressed by authors of this paper is to improve information retrieval result for document clustering. The authors also state that the requirement of information retrieval is as follows: (1) the document model better preserves the sequential relationship between words in the document. (2) Associating a meaningful label to each final Cluster is essential. (3) Overlapping between documents should be allowed (4) The high dimensionality of text document should be reduced. The authors refer to (Fung, Wang and Ester, 2003) for the definition of document clustering with unsupervised and automatic grouping. The authors proposed text-clustering algorithm (CFWS) where document is reduced to compact document by keeping only the frequent words to reduce high dimensionality. The key idea of CFWS is that frequent word sequences are used to create clusters and summarize their content for the user. The authors made an experiment with C++ on a SuSE Linux PC with a Celeron 500 MHz processor and 384 MB memory. The authors claim that the algorithm performs better than other algorithms in terms of accuracy. The table (from the paper) below shows the result with respect to F-measure
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Table 4: F-measures of the clustering algorithm (Li and Chung, 2005, page 294)

14. Lin, D (1997) Automatic    retrieval    and clustering     of similar     words, 


   Proceeding of CIGC, Montreal, Canada, 768-774

The problem addressed by the author of this paper is extract semantics from text in natural language. The author refers to (Gentner, 1982) where it is argued that similarity plays an important role in word acquisition. The author’s similarity is based on a proposal in (Lin, 1997), where the similarity between two objects is defined to be the amount of information contained in the commonality between the objects divided by the mount of information in the description of the objects. In this paper the author presents a method for identifying similar word. The author conducted 4294 nouns that occurred at least 100 times in the parsed corpus and compared with WordNet and Roget Thesaurus. The author claims that the result is significantly similar to WordNet and Roget. The author proposed the formal evaluation of the algorithm in terms of accuracy as a future work

15. Lin, D. and Pantel, P. (2002a) Discovering Word Senses from Text   proceeding of the 8th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, 615-619.

The problem addressed by the authors is the approach of defining word senses for document clustering using a manually constructed lexicon. The authors state that problem can be defined as follows :(a) manually created lexicon (wordNet) often contains rare sense (b) these lexicons miss many   domain specific senses. The authors describe that “word occurred in the same context tend to be similar”. This is known as “Distribution Hypothesis” .The authors refer to (Harris, 1985) for distribution hypothesis and (Hindle, 1990) for computing similarity between words based on their distribution. The authors describe an algorithm in that paper which automatically discovers word senses by clustering words according to their distributional similarity. Their algorithm is called CBC (Clustering By Committee) in which the centroid of a cluster is constructed by the feature vector of a subset of the cluster members. The authors did the experiment on 1 GB of newspaper text from the TREC collection (1988 AP newswire, 1989-90 LA times and 1991 San Jose Mercury) at a speed of about 500 words/seconds on Pentium III-750 with 512 MB memory. From the experiment the authors claim that The CBC outperforms by 7.5% precision and 5.3% recall from its best competitor like Buckshot and k-means. The authors also claim that CBC outputs agreed with 88% of the decision made by the automatic evaluation.

16. Lin, D. and Pantel, P. (2002b) Concept discovery from Text. Proceedings of         the 19th international conference on Computational linguistics - Volume 1, 1- 7.

The problem addressed by the authors is to improve domain specific senses by using lexicon like wordNet in document clustering. The authors also state “wordNet misses the user-interface-object sense of the word dialog”. The authors refer to (Lin and Pantel, 2002) as the idea of using a clustering algorithm to induce semantic classes. In this paper the authors present a methodology that is based on the editing distance between output clusters and classes extracted from wordNet. The authors  proposed algorithm called CBC in which the centroid of a cluster is constructed by averaging the feature vectors of a subset of the cluster members. As an experiment the authors use Minipar (Lin, 1994) a broad coverage English paper, to parse about 1 GB (144 words) of newspaper text from the TREC collection (1988 AP Newswire, 1989-90 LA Times and 1991 Sa Jose Mercury) at a speed of about 500 words/seconds on a PIII-750 with 512MB memory. The authors constructed two test sets S13403 consists of 13403 words and S3566   consists of 3566 words. From the experiment the authors claim that CBC out performs several well known hierarchical, partitional and hybrid clustering algorithm. The figure shown below is experimental result, which is taken from the paper. The authors also claim that CBC outperforms K-means by 4.25%.

[image: image19.png]Table 2. Cluster quality of several clustering
algorithms on the test sets.
ALGORITHM Sizacs 3566
CBC 60.95 65.82
K-means (K=250) 56.70 6248
Buckshot 63.15
Bisccting K-means 4344 61.10
Chameleon n/a 60.82
Average-link 56.26 62.62
Complete-link 49.80 60.29
20.00 3174




Table 5: Cluster quality (%) of several clustering algorithms (Dekang and Patrick, 2002a, Page 05)

17. Shaam, Using Frequently occurring Words to identify the Subject of a Document 
The Hebrew University of Jerusalem, http://shum.huji.ac.il /~offerd/papers  
/drori052001.pdf

The problem addressed by the author is to locate the information on the web due to enormous number of documents it contains. The author states that the fundamental problem of computerized textual information management is automatic natural process. The author also added that document clustering based on similarity gives poor performance rather than predefined set of category. The author describes a text analysis tool where the frequency of occurrence of non function words may actually be used to indicate term importance for content representation. The author refers to (Salton, 1989) for the details about the use of word frequency for document clustering. The author conducted the experiment with its software tool and verified by two relevant skilled people who were assigned to read them. The author tested the different types document like general management, industrial management and so on. The author claimed that subject of the document was identified in more than 70% of cases using 5 top words (74% in industrial management, 69% in general management). The author also claimed that the greater the number of words in the document the higher the rate of keyword identification. The author proposed further research could be done on larger collection on different subjects.

18. Steinbach, M., Karypis, G. and Kumar, V. (2000) A Comparison of Document Clustering Techniques, KDD-2000 Workshop on   Text Mining. ,1-22
The problem addressed in this paper is to improve the clustering quality with respect to time complexity. The authors state about hybrid algorithm called scatter/gather developed by (Cutting, Karger, Pedersen, and Tukey, 1992) as a previous work. The authors refer to the work of  (Guha, Rastogi and Shim, 1999) where the issue of global property (average similarity measure) has been described. In this paper the authors use the k-means algorithm (Steinbach and Kumar, 2000) and concept of average similarity measure to focus their new approach. The authors conducted the experiment of Bisecting k-means with agglomerative hierarchical algorithm. In this paper the authors argued bisecting k-means is better performance with compare to UPGMA (Dubes and Jain) algorithm. Moreover the authors claim that bisecting k-means is attractive when compared to that of agglomerative hierarchical clustering techniques-O (n) versus O (n2). The table (from the paper) below shows the partial result with respect to F-measure.
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Table 6: Comparison of the F-measure (Steinbach, Karypis and Kumar, 2000, page 11)

19. Zamir, O. and Etzioni, O. (1998) Web Document Clustering: A Feasibility Demonstration, Proc. of Annual ACM SIGIR Conf. on Research and Development in Information Retrieval, 46–54.

The problem addressed by authors to this paper is to cluster the documents on predetermined constants based on halting criteria. The authors refer to (Buckley et. al.95) for the use of phrase to supplement word-based indexing in IR system and also refer to (Zhai 95) for the improvement of precision from where they got an idea to develop their algorithm. It appears that the authors introduce a linear time algorithm called Suffix Tree Clustering (STC). In this algorithm the authors use a phrase (an ordered sequence of one or more words to define a base cluster which share a common phrase). The authors measure the execution time (experimental chart provided by the authors is given below) of the algorithm with respect to other algorithm in a Linux machine running on Pentium 200 processor. The authors also measure the average precision that is shown in the figure provided by the authors. They claim that STC produce good precision with respect to well-known k-means and Buckshot (Cutting et.al, 2000) algorithm. In future work the authors intended to perform a controlled user study to further contrast STC with rank-link presentation.
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Fig 2: Average precision (left) and Execution time (right) of different algorithm  (Zamir and Etzioni1998, page 51,52)

20. Zhuang, L. and Dai, H. (2004) A Maximal Frequent Itemset Approach For Web Document Clustering. Computer and Information Technology, CIT. The Fourth International Conference, 970 – 977

The problem addressed by the authors is how to cluster web documents efficiently and accurately. The authors state, “Search engine users are overwhelmed by high volume of results returned in response to single query ”. The authors defined that problem as “abundance problem” and refer to (Kleinberg, 1999) for the definition of that problem. The authors state that repetitive algorithm like K-means and Expectation-Maximization (EM) are sensitive to their initial condition, which is hindrance of clustering accuracy. The authors include that if the highest density are identified at the beginning of clustering the clustering accuracy will be improved. The authors refer to work done by (Han, Karypis, Kumar, and Mobasher 1997). The authors introduce an approach (to achieve the above goal) called Maximal Frequent Itemset (MFI) to locate central points as the initial points for the k-means algorithm. The  algorithm is called MFI k-means algorithm. The authors  use three-web document datasets in their experiment, which consists of 314 web documents, collected from university of waterloo websites and contain information regarding career service, co-operative education, health service, information technology and Canada transportation. From the experiment (the chart given below taken from their paper) the authors claim that MFI k-means outperforms about 10% improvement over farthest travel algorithm as well as spherical k-means in terms of F-measure. The authors also performed the experiment taking 3 data set and conclude that MFI k-means work better than other methods where the document collection is small (around 31). The authors like to do further study on the possibility of combining initialization method with other iterative clustering algorithm like Expectation-Maximization (Em) algorithm as a future work. 
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Table 7: F-measure comparison  (Zhuang and Dai, 2004, Page 08)
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8. APPENDIX 1

(a)

	Authors


	Problem Addressed
	Proposed Concept
	Referenced work

	(Ahonen-Myka, 1999)
	Information Retrieval from text
	Maximal Frequent 

Sequence
	(Agrawal, Mannila, Srikant

and Varkamo, 1996)

	(Shaam, 2001)
	Information retrieval from web
	Frequent Word sequence
	(Salton, 1989)

	(Doucet and Ahonen-Myka, 2004)
	Information Retrieval from textual Information
	Maximal Frequent 

Sequence
	(Ahonen-Myka, 1999) 

	(Li and Chung, 2005)
	 Text Retrieval for document clustering


	Frequent Word sequence
	Independent work

	(Bao, Shen, Liu and Liu Hai, 2005)
	Information retrieval on dynamic or changing corpus
	Frequent Word sequence
	(Yang and Pederson, 1997; Rogati and Yang, 2002)

	(Ahonen-Myka, 2005)
	Information retrieval from sentence
	Maximal Frequent Sequence
	(Doucet and Ahonen-Myka, 2004)


     Table 4: Papers that have addressed the information retrieval problem in dynamic environment

(b)

	Authors


	Problem Addressed
	Proposed Concept
	Referenced work

	(Beil, Ester and Xu, 2002)
	Clustering accuracy 
	Frequent Itemset
	(Hipp, Guntzer and Nakhaizadah, 2000; Agrawal and Srikant, 1994)

	(Fung, Yang and Easter, 2003)
	Quality of cluster in large document set


	Frequent Itemset
	(Agrawal and Srikant, 1994)

	(Zhuang and Dai, 2004)
	Clustering accuracy


	Frequent Itemset
	(Han, Karypis, Kumar, and Mobasher 1997)


Table 8: Papers that have addressed the clustering quality for Document Clustering Concept Discovery

(c)

	Authors


	Problem Addressed
	Proposed Concept
	Referenced work

	(Lin, 1997).
	Semantic Analysis

For text
	Concept discovery 
	Independent

	(Lin and Pantel, 2002a)
	Semantic Analysis

For text
	Concept discovery 
	(Harris, 1985; Hindle, 1990)

	(Lin and Pantel, 2002b)
	Semantic Analysis for text
	Concept discovery 
	(Lin and Pantel, 2002a)


Table 11: Papers that have addressed the Concept Discovery for Document Clustering

(d)

	Authors


	Problem Addressed
	Proposed Concept
	Referenced work

	(Cutting, Karger Pedersen, Tukey. 1992)
	Clustering 

 Efficiency
	Selection of base cluster
	(Pederson, Cutting and Tukey, 1991)

	(Zamir and Etzioni, 1998)
	Clustering efficiency
	Selection of base cluster
	(Zhai, 1995)

	(Larsen and Aone, 1999)
	Clustering efficiency
	Selection of base cluster
	(Pederson, Cutting

and Tukey, 1991)

	(Han, Pei, and Yin 2000)
	Clustering efficiency
	FP tree
	(Agrawal, Aggarawal and Prasad, 2000)

	(Dhillon, Mallela and Kumar, 2002)


	Clustering efficiency
	Selection of base cluster
	(Kullback and Leibler, 1951)


    Table 12: Papers that have addressed the clustering efficiency for Document Clustering
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