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Abstract

The goal of this report is a survey of work on a fundamental and interesting topic of research within the Multiagent Systems paradigm: the problem of defining open interaction frameworks in terms of agent-communication languages with a commitment-based approach, in order to enable agent communicative interactions in open, heterogeneous and dynamic systems. That is to realize interaction systems where multiple agents can enter and leave dynamically, where no assumptions are made on the internal structure of the interacting agents, and that are defined using a method that enable an agent designer to develop a single artificial agent that can interact with different systems designed by different organizations.
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1
INTRODUCTION

The possibility for different agents to interact in an open environment heavily depends on the adoption of a common, standard Agent-Communication Language (ACL). The definition of a suitable ACL has therefore been widely recognized as a key step for the development of truly operative multiagent systems (Fornara and Colombetti 2002).

The two most-widely used ACLs in practice are KQML and FIPA-ACL. But neither have yet been considered as standards as they are not capable of letting heterogeneous agents communicate. Although these ACLs are being used in proprietary multiagent applications, nonproprietary agents cannot interoperate. Researchers believe that this is due to not having a robust formal semantics defined for those languages and not following the correct approach suitable to build an open standard multiagent system. 

Therefore there is a shift in research towards social or commitment-based approaches. This ongoing research effort hopes that a commitment-based agent-communication language with a well-defined semantics would be able to overcome the problems of the existing ACLs.  

After the introduction of integrating the idea of commitment (especially social commitment) by (Singh 1991; 1996) the research of agent-communication language based on commitment went a long way. 

2.
BASIC CONCEPTS AND DEFINITIONS

2.1.
Agent-communication Languages 

By means of an agent-communication language, an agent can coordinate, communicate and exchange knowledge with other agents despite differences in their hardware platforms, operating systems, architectures, programming languages and representation and reasoning systems. Language is assumed to be the fundamental component of every interaction or communication (Fornara and Colombetti 2004). In a multi-agent environment, agents “talk” to each other by using an agent communication language.
As with any language, an Agent-Communication Language (ACL) includes the definition of the syntax and the definition of the semantics.  Definition of the syntax is the way in which single words are put together and the definition of the semantics is the meaning of the communicative acts.
2.1.1. Syntax

Syntax is an important component of a language. The way in which the words of the language can be put together to form an utterance is described by the syntax. It basically specifies the rules or the grammar to build valid language constructs. Abstract syntax and concrete syntax are distinguishable. The abstract syntax describes at a high level the structure of the utterances and depends on the complexity that the language presents at the semantic level. The actual implemented syntax is the concrete syntax. There may be many different ways to render the abstract syntax into a concrete syntax.
2.1.2. Semantics

Semantics means meaning. It deals with the meaning delivered by valid (syntactically correct) language constructs. Speech Act Theory is the basis of most existing proposals for the definition of a commonly accepted semantics of Agent-Communication Languages. Though Speech Act Theory is deep and powerful, it is not a formal theory of communication, and therefore direct use of it to implement communicative protocols among artificial agents is not possible. Complete formalization of the full theory is very complex. Several different approaches have been followed to transform at least part of the Speech Act Theory into a formal framework for the definition of the semantics of an ACL.
2.2.
Approaches to Agent-communication Languages

To model communication between software agents in general and to define semantics for agent-communication languages (ACLs) three main approaches, all based on speech acts (Searle1969), have been proposed. These are (Bentahar, Moulin and Chaib-draa 2004b): 
-  Mental Approach, 
-  Social Approach, and 

-  Argumentative Approach. 
2.2.1. The Mental Approach

In this approach, agents’ mental structures (e.g. beliefs, desires and intentions) are used to model conversations and to define a formal semantics of speech acts (Bentahar, Moulin and Chaib-draa 2004b).  Examples of this approach are KQML and FIPA ACL. 
In cooperative multiagent systems to define speech acts, use of mental states is adequate. But when a multiagent system is composed of competing agents it presents some problems due to heterogeneous agents made by different vendors with competing goals. It is impossible to trust other agents completely for this context and forming strong assumptions about their reasoning is also impossible (Fornara and Colombetti 2002).  As one cannot verify whether the agents’ behavior matches their private mental states, this semantics has been criticized (Bentahar, Moulin and Chaib-draa 2004b).  Simply speaking, it is very hard to determine the agents’ beliefs and intentions in this approach.

2.2.2. The Social Approach

This approach, first proposed by (Singh 1998), removes the inconvenience incorporated with the Mental Approach as it involves capturing the public aspects of communication. Social Approach also emphasizes the importance of social conventions. The basis of this approach is social commitments that are thought of as social and deontic notions. Social commitments are commitments towards the other members of a community. It can be thought of as a set of rules that governs “social contracts” (Verdicchio and Colombetti 2002) among the agents. To define a verifiable formal semantics this notion has been used by (Maudet and Chaib-Draa 2002). As the commitments are objective and public (Colombetti 2000) they are more easily monitored (Kibble 2006). Following this approach, agents do not need to reason about others’ intentions or any mental states anymore (Pasquier and Chaib-draa 2006). The role in modeling and specifying agent interactions by the social commitment approach is now widely recognized. In order to specify ACL protocols, social commitments are used to represent these protocols by capturing interactions that describe new scenarios and by using causal logic (Bentahar, Moulin and Chaib-draa 2004b).

2.2.3. Argumentative Approach

As a method for modeling dialogue this approach was proposed by (Amgoud, Maudet and Parsons 2000). To define semantics of some communicative acts and to define protocols, it has also been used by some researchers. An argumentation system, in which the agents’ reasoning capabilities are often linked to their ability to argue, e.g. to establish a link between different facts, to determine if a fact is acceptable, to decide which arguments support which facts, etc. is the basis of this approach. It relies upon the formal dialectics which are rule-governed structures of organized conversations in which two parties (in the simplest case) speak in turn in an orderly way. (Bentahar, Moulin and Chaib-draa 2004b)
(Fornara and Colombetti 2002) called this approach the “Conversational Approach”, where meaning of a speech act is implicitly defined as the role it plays in a given set of conversation protocols. The authors mentioned the problem of this approach is that any change in the set of accepted protocols is going to affect the meaning of speech acts.
2.3.
Dialogues 

A dialogue or conversation is the observable, public component of a communication process. This is the unit of communication (Colombetti 2001).  (Colombetti 2001) analyzes this communication process in a few levels of abstractions. For example at a lower level, communication consists of transmitting sequences of characters possibly through a physical connection. And at higher level agents communicates with each other by exchanging sequences of messages, and a message being a well-formed sentence of some formal language.

As mentioned in the last section that there have been several efforts towards defining the semantics of ACLs solely based on the “Conversation Approach”. In this survey we will only include those dialogue-based approaches that associate social commitments with it.  
2.4.
Speech Acts 

Speech act theory, developed by philosophers and linguists, is basically a high-level theoretical framework to account for human communication (Labrou and Finin 1994). This theory has also been applied in agent-communication paradigm. As with many other subfields like computational linguistics and AI, most of the studies of agent-communication languages are based on the speech act theories of (Austin 1962) and (Searle 1969). For language semantics, it is considered to be very powerful, deep, and comprehensive theory (Colombetti and Verdicchio 2002). 

 Speech act theory treats communication as actions. There are three types of actions that are identified in speech acts: locution, illocution and perlocution. A locution corresponds to the actual physical utterance that has been carried out.  An illocution corresponds to the meaning or intention that has been carried out by the message from the speaker to the listener. And a perlocution is the actual physical action that is carried out by the listener on what he listens to. Among these three categories, an illocution is regarded as the core component of a communication (Singh 2000). According to (Labrou and Finin 1994) an illocution consists of two parts: an illocutionary force and a proposition. And that illocutionary force classifies speech acts into following classes which are frequently used to define the semantics of ACLs:
2.4.1. Assertive

Assertive is “to commit the speaker (in varying degrees) to something’s being the case” (Kibble 2006). It is the statement of facts (Labrou and Finin 1994). “Inform” is an example of an assertive (Singh 2000).
2.4.2. Directives

Directives are the attempts by the speaker to get the listener to perform some action (Kibble 2006) by means of commands, requests, suggestions (Labrou and Finin 1994), orders or questions. 

2.4.3. Commissives

 Commissives are commitments or promises by the speaker to some future course of action (Kibble 2006; Labrou and Finin 1994).
2.4.4. Expressive

Expressive indicate speaker’s attitude and feelings towards a state of affairs (Kibble 2006; Labrou and Finin 1994). “Thanking”, “congratulating” and “apologizing” are the examples of expressive (Kibble 2006; Colombetti 2000).

2.4.5. Declarations

Declarations are the communicative acts or locutions that bring about a change in some state of affairs (Kibble 2006; Colombetti 2000) simply by being performed under the appropriate circumstances. They usually entail the occurrence of an action within themselves (Labrou and Finin 1994) e.g., “I resign”, “I pronounce you man and wife”. (Kibble, R., 2006)
2.5.
Commitments 

Commitment means loyalty, dedication or devotion towards a person, group or relationship. This deontic notion (Colombetti 2000) has been used to study the interaction of agents and multiagent systems. In AI, there are two kinds of commitments: internal or psychological commitment, and external or social commitment (Singh 1996).

2.5.1. Psychological Commitments

Psychological commitments involve an agent itself. These types of commitments arise within agents where an agent is committed to his intentions or beliefs but is not committed to anyone else. They are internal to the agents and are used to study individual agents and understanding intentions. Therefore they are well suited to represent the knowledge level in agents’ architecture and not for understanding multiagent systems. This notion has received much attention in traditional AI theory.

This is a very rigid form of commitment. Once committed to a certain belief or intention, an agent cannot reconsider it, even it gets some positive new evidences or even the commitment contradicts its goal. For example if you believe that all birds can fly you might accept that penguins aren’t birds rather than that some birds cannot fly (Singh 1996). 

2.5.2. Social Commitments

Social commitments are a very important concept for distributed AI (Singh 1991; 1996). They involve more than a single agent, where an agent makes a commitment to others to do or not do certain actions, and are familiar from ethics and distributed computing. The agent is responsible for not acting on the made commitments. Social commitments are used to design and understand the coordination among agents in multiagent systems or any complex system of autonomous agents. 

Social commitments form the basis of the social approach for defining ACLs as discussed in section 2.2.2 and give this approach all of the major advantages over the mental approach.  This notion of commitments had been ignored for a long time in traditional AI studies. But recently the importance of social commitments has been recognized and research works is going on to incorporate this notion into the design and model of universally accepted agent communication languages for open multiagent systems. This survey attempts to include all the research, up to now, based on social commitment or simply ‘commitment’.  

The agent that actively makes the social commitment is called the ‘committer’ (or debtor) (Singh 1996; 1997) or ‘debtor’ (Singh 1999) and the agent to which the commitment is made is called the ‘committee’ (Singh 1996; 1997) or ‘creditor’ (Singh 1999). And the commitment that some facts hold or some action will be carried out is the ‘content’ of the commitment. According to (Verdicchio and Colombetti 2002) a commitment is an inter-agent state that binds the debtor relative to the creditor.
3. SURVEY OF RESEARCH ON “COMMITMENT-BASED AGENT-COMMUNICATION LANGUAGES”
To build a truly operative open multiagent system, commitment-based agent-communication language among artificial agents, is a new subject of research that situates itself at the intersection of computer science with linguistics, philosophy. There is a considerable research in this field. This research can be summarized into following three categories:

a) Early Research :  
Before the Year 2000

b) Later Research :
Year 2000 – Year 2003

c) Current Research:
Year 2004 – Year 2006
3.1.
Early Research (Before 2000)
3.1.1. Recognition of Social Commitments towards Agent-Communication
The idea of commitments (specifically, social commitments) is derived from the work of speech act theory by (Searle 1969) in a purely psychological context. Incorporating this to the multiagent-communication paradigm, and using it to define the semantics of agent-communication languages, was first developed during this era of research done by (Singh 1991; 1996; 1997; 1998; 1999).

In (Singh 1991; 1996) the notion of both psychological and social commitments are represented in a multiagent system context as already discussed in section 2.5. (Singh 1991; 1996) points out the problem that the notion of social commitment has often been ignored in AI theory more than that of psychological commitment and, because of this ignorance, there exists infelicities in the traditional theories of group action and intention. He has also noticed the problem that the commitments in distributed computing are not flexible in terms of behavior. The author proposes a formalization of these concepts of those two kinds of commitments and that captures their desired properties and interrelationships. The author presents the idea of commitments to be revocable without the help of mutual belief. The author argues that, mutual beliefs are difficult to achieve in realistic scenarios and are highly unstable even when achieved - the slightest suspicion by one of the participants that the other no longer has the relevant belief (to any arbitrary nesting) is grounds for the failure of the mutual belief. In order to overcome this problem the author proposes that, no such mutual beliefs are necessary and suggests that when two agents make social commitments to each other they are already in a position to perform their joint action.  

Though psychological commitments and social commitments are different concepts, if the agents are not psychologically committed to their social commitments they would fail to act as a system as a whole. And this is how the two commitments are related (Singh 1996). The author has also identified ‘heterogeneity’ and ‘monolithicity’ as the structure of multiagent systems when the notion of commitments is incorporated with it.

(Singh 1997) started focusing towards social commitments towards solving DAI problems. In his work, he referred to “commitments” only as social commitments, not psychological commitments. He applied commitment-based multiagent systems approach to solve the problems in heterogeneous and open information environments, called CISs (Cooperative Information Systems), a continued research work by (Singh and Huhns 1995). He found out that the database approach for solving DAI problems to be too rigid and restrictive but that the agent approach gives more flexibility. The author gave the definition of commitments by using the approach called SoCom (Spheres of Commitments) where it incorporates social policies to handle the creation, satisfaction and cancellation of commitments and relates commitments to organizational structure in MAS. The identification of context group was emphasized in the given definition of commitments. The agents can only acquire commitments after adopting a role. On defining commitments, the author also defined three kinds of operations on commitments, namely “create”, “discharge” and “cancel”. To give the definition of social policies he defined “order of a commitment”. The author implemented SoCom as a generic set of Java classes through which abstract CISs can be specified that includes social policies in terms of different roles in a given CIS.

(Singh 1998) is the first to clearly emphasize the need to define the semantics of ACLs in terms of “social notions”. The author pointed out the problem that none of the current ACLs let the heterogeneous agents communicate just because of lack of practice towards building a formal semantics that promotes social agency. The current practice of building semantics based on mental agency, (i.e. solely on mental concepts) such as beliefs and intentions, failed to make the agents autonomous and heterogeneous. He argued that the mental approach is similar to reading agents’ minds and this is not the right direction to deal with the problem. The author gave many design advantages of following the social approach over mental one (comparing with KQML and ARCOL) in terms of ACL message meaning and agent construction in MAS. He argued that the meaning of the exchange should be characterized by the following seven communicative acts: “Assertives”, “Directives”, “Commissives”, "Permissives”, “Prohibitives”, “Declaratives”, and “Expressives”,

(Singh 1999) is basically a refinement of the work of (Singh 1997)
along with an effort towards unification of normative concepts and commitments and hence coming up with a rich “descriptive ontology” of commitments. In this work he pointed out the problem that current theories of commitments fail to cover the full range of normative and organizational phenomena of interest. The author laid out the foundational aspects of commitments and associated concepts of groups, organizational structures, and roles to capture many of the key properties of related normative concepts. In his ontology the author has also added three more actions on commitments namely, “release”, “delegate” and “assign”, with the other actions in (Singh 1997). While representing SoCom, the author identified two kinds of agents, namely, “named individuals”, which are unstructured and “named groups”, constructed from individuals or other groups by specifying a social structure. Also he distinguishes two main kinds of commitments – “explicit commitment”, explicitly represented by the agent and “implicit commitment”, usually the common knowledge of the system and not articulated. The author also introduces the idea of “flow down of commitment”, which corresponds to giving up any conflicting roles by the agent. The relationship between norms and commitments are given like this – metacommitments, which are of order greater than 0, create a society and are the norms of the society. 

3.1.2. Summary of Early Research (Before 2000)
	Year
	Title
	Author
	Major Contribution

	1991 
	Social and psychological commitments in multiagent systems
	Singh 
	Realization of importance of social commitments in MAS

	1996
	A conceptual analysis of commitments in multiagent systems
	Singh 
	Developed a rigorous theory of abstractions for MAS where the structure of the system can be captured directly through the Social commitments among its members 

	1997
	Commitments among autonomous agents in information rich environments
	Singh
	Proposed a definition of commitments that can be applied to information rich environments such as ecommerce and virtual enterprises

	1998
	Agent communication languages: rethinking the principles
	Singh
	First argued in details to shift towards the social commitment-based approach from other approaches


Table 1. Summary of Early Research (Before 2000)
3.2.
Later Research (2000-2003)
Lots of development and formalization efforts of commitment-based agent-communication have been made around this era of research.
3.2.1. Formalization and Related Works towards Commitment-Based Agent-Communication
(Colombetti 2000) points out the problem of not having any standards for a formal semantics for ACLs: there is no clear understanding of the relationship between speech acts and various related entities like agent mental states, conversations, and so on. The author also identifies a few problems of “rational interaction model” and “conversational protocols” which are used to carry out coherent conversations and are not practically viable solutions. The author presents the definition of a new speech-act based ACL, which is named Albatross (Agent language based on a treatment of social semantics). The language has a simple semantics, based on the social notion of commitment, which appears to have remarkable advantages over the more traditional proposals based on mental states. The author used an extended first order modal language, which he simply calls the logical language to define the semantics of Albatross. The author also used “precommitments” that allows simple treatment of directive speech acts and conversational rules. Along with four speech acts, namely, “declaration”, “assertives”, “commissives” and “directives” followed from (Searle 1975) the author introduced more complex speech acts like, “accept”, “reject”, “contract”, “yes/no questions”, “wh-questions”  and “proposals”. The author introduced the concept o “violation” along with “conditional commitments”, through which connection between semantics of speech and world of individual rationality can be realized. To eliminate the problems with traditional approaches to carry out coherent conversation the author proposes the following standpoints:

· The semantics of messages should be independent of the structure of conversations, and completely defined at the level of speech acts.

· The structure of well-formed conversations should be derived from general conversational principles.

· Conversational protocols are specific implementations of general conversational principles.

The author claims that his approach based on commitments is preferable commitments, contrary to mental states, are objective and public. They do not need to be reconstructed and attributed to other agents through inference processes, and can be recorded in a public store for further reference. A second advantage is that commitments provide for a principled way to connect speech acts to the internal world of individual rationality and to the external world of conversational protocols. Moreover, they allow for a natural treatment of the legal consequences of speech acts, which is especially important for certain kinds of agents, like those involved in electronic commerce. Among the possible future works some of them would be, to bring this proposed model to completion and to bring it down to implementation level and to do lots of experiments with it.


Following (Habermas 1984) approach, (Singh 2000) proposed a social semantics for agent communication language. His work also was on the problem of obtaining a suitable formal semantics for ACLs. The author defined three levels of semantics for each act, corresponding to three validity claims made with each communication act: 

· Objective - the communication is true.

· Subjective - the communication is sincere. 

· Practical - the communication is justified.
The subjective level corresponds to the mentalistic approach. And this is embedded with a social attitude when at the practical level the speaker leads towards a commitment to the audience. The semantics of these commitments themselves is expressed using Computation Tree Logic (CTL), branching-time logic. His formalization of commitments includes:

· The notion of a social context in the definition of a commitment; the social context refers to the team in which the given agents participate and within which they communicate.

· Metacommitments to capture a variety of social and legal relations.
(Xing and Singh 2001) considered the problem of creating specifications for agent behavior and interaction to achieve the necessary coordination to support various kinds of communicative and conversational interactions, and also pointed out that traditional software engineering lacks the abstraction necessary to model multiagent systems. The work proposed in the paper was done following the works of (Castelfranchi 1995; Singh 1999). Their idea of modeling and operationalizing commitments using temporal logic and statecharts came from (Emerson 1990; Harel and Naamad 1996).  The authors proposed commitment patterns which accommodate revisions and exceptions to model agent interaction. They formalized commitment patterns declaratively in temporal logic. They applied statecharts to specify behavior models of agents who follow the proposed commitment pattern. The formal declarative semantics for the metacommitment patterns is given in Computation Tree Logic (CTL). The authors claimed that their commitment-based approach takes the middle path in contrast to the conventional approaches for specifying and managing agent interactions, which are either too strict or too unstructured and this helps emphasizing the coherence desired from the activities of autonomous decentralized entities, allowing the agents it change their mind in a controlled manner and that enables them to achieve progress in a dynamic, unpredictable world.

The problem identified by (Fornara and Colombetti 2003) is that some of the existing approaches, to define the interaction protocol, with the help of finite state machines or Petri nets do not take into account the meaning of messages exchanged. Again some other papers do take that meaning into account but without relying on a standard ACL with application-independent semantics. This paper is based on (Fornara and Colombetti 2002), which gives a complete specification of a commitment-based ACL with a minimal communicative act library, very crucial to describe communicative interactions in an open MAS. The authors bring about the idea of defining interaction protocols with the help of an “environment” and an “interaction diagram”. And along with the introduction of the idea of “soundness condition”, the resulting protocol becomes verifiable. The defining process is application-independent. Using the framework proposed by the authors, they define a complex and common interaction protocol, the English Auction, which is used in many electronic commerce applications on the web. The authors claim that their’s is different from most existing proposals, because of using of an application-independent library of communicative acts, whose meaning is fully preserved when they occur in a protocol. With the assumption that the agents used in practical applications mostly be simple reactive agents, proving the soundness of a protocol at design time is claimed to be more important than allowing agents to plan intelligent variations of existing protocols.

3.2.2. Design and Modeling Works towards Commitment-Based Agent-Communication Framework
3.2.2.1. Operational Specification: The first operational specification of a commitment-based ACL was given by (Fornara and Colombetti 2002) in an object oriented paradigm. Among the three approaches for studying agent communication languages, the authors have found two of those to unsuitable for defining a standard and widely accepted ACL to act perfectly in an open environment. For example, KQML and FIPA ACL, the two major accepted ACLs in practice follows a mentalistic approach which causes problems in multiagent systems made up of competitive heterogeneous agents made by different vendors. Again with the conversational approach, a problem arises when there is a change in the set of accepted protocols; it affects the meaning of the speech. The authors approach to the definition of a standard ACL is based on the speech act theory (Austin 1962; Searle 1969). Also their approach is closely related to the work of Yolum and Singh on protocols.

In this specification, the commitments are represented as abstract data types: the commitment class. The instance of commitment class is called commitment object. According to (Fornara and Colombetti 2002):

“A social commitment has a dynamic evolution in time. We keep a trace of this evolution using what we call the state of the commitment. A commitment is active when it has not yet been fulfilled or violated; this is the case when the truth value of the commitment’s content is still undefined. An active commitment may become fulfilled (when its content becomes true) or violated (when its content becomes false). Finally a commitment may be cancelled, and this simply means that it does not exist anymore.” (Fornara and Colombetti 2002; Page: 2)

They have presented conditional commitment. This is just attaching a condition with the commitment. The state after creation of a conditional commitment is called conditional. The commitment becomes active if the condition is satisfied and becomes empty if the condition is not satisfied. To express the meaning of directive speech acts like requests and questions, the notion of precommitment was used. Also to express the content or condition of a commitment a new abstract data type called “the temporal proposition class” has been introduced.

The commitment class has following fields: Identifier (unique Id of the object), Debtor, Creditor, State, Content, Condition and Time-out (only when the state is precommitment). 

The possible states are:

• empty (e)

• cancelled (c)

• precommitment (p)

• conditional (cc)

• active (a)

• fulfilled (f)

• violated (v)

Following are the public methods used to manipulate commitment objects:

• Make (conditional) commitment, mc ()

• Make precommitment, mp ()

• Cancel (conditional) commitment, cc ()

• Cancel precommitment, cp ()

• Reject precommitment, rp ()

The temporal proposition class consists of the following fields: Statement (a sentence in a suitable formal language), Time Interval (Time of the statement made), Mode (for temporal qualification), State (true, false or undefined). Agents can perform actions in the environment. The set of executable actions includes:
• All methods of the commitment class and the actions that can be defined using those methods

• All actions in a set of application domain actions. 

When a temporal proposition object, associated with the content or condition field of a commitment object, changes its state from undefined to true or false, it is necessary to update the state of the commitment object. And this is done by means of update rules which are some event driven routines automatically called.

Using this technical specification the five categories of the illocutionary speech acts can be defined.  The temporal aspects in the design are yet to be developed; they have only been sketched. Introduction of more new methods would make the model more expressive. Also in this model there is a need for deep theoretical justification of the “soundness condition” introduced.

3.2.2.2. Institutional Approach: (Colombetti and Verdicchio 2002) have pointed out that the process of communicating the agents in existing ACLs based on speech acts to be problematic. In those traditional approaches fail to distinguish “physical” or “natural” actions and speech acts in a principled way. This failure gives rise to confusion to what it means when an agent performs a speech act. And this confusion further hinders the development of ACLs.

The authors specified the main differences between speech acts, conceived as a special category of “institutional” actions, and natural actions. The authors defined events, institutional events, natural actions (primary and secondary) and institutional actions using logic like notation. 

Events cause actions to be performed in the agents. Events are represented as entities called “event tokens”, where every event tokens belongs to an “event type”. An event type can be defined in terms of a change in the state of the world. Events are then formally represented as Event (e, t) which means that event e is an event token of event type t. assuming that every event token occurs over a closed interval of time, the following notations are adopted:
• φ [e means that formula φ is true at the starting point of e’s interval;

• e] φ means that φ is true at the ending point of e’s interval;

• φ<e means that φ is true immediately before the starting point of e’s interval;

• e>φ means that φ is true immediately after the ending point of e’s interval;

• e: φ means that φ is true at all internal points of e’s interval.

Suppose, for example, that within a suitable logical theory of objects in space, the atomic formula At (o, l) means that object o is at location l. Here are some sample definitions of event types:
• reaching a location:

Event (e, reach (o, l)) ≡ ¬At (o, l) <e] At (o, l);

• leaving a location:

Event (e, leave (o, l)) ≡ At (o, l) [e>¬At (o, l);

• moving from a location to another one:

Event(e, move (o, l’, l’’) ≡ At(o, l’)[e : ¬At(o, l’) ^ ¬At(o, l’’)]At(o, l’’).

Event tokens can also be related with causal links. If event e causes event e’ then formally the causal link is written as: Cause (e, e’). For example, here is a statement that objects o1 reaching location l1 causes object o2 to leave the same location:
Event(e1, reach(o1, l1)) ^

Event(e2, leave(o2, l1)) ^ Cause(e1, e2).

The authors have pointed out two characteristic features of an agent: they can entertain mental states, like beliefs, intentions, and desires and for each agent there is a set of event types, which is called primary actions, whose tokens can be intentionally brought about by the agent without intentionally bringing about any other event token. Unlike primary actions, secondary actions can only be performed through the execution of another action.

To state that e is a token of a primary action of type t, intentionally performed by agent a, the notation is Action1 (a, e, t). If t is a primary action type for agent a then it is represented as PrimaryType (a, t).  If intentions are to cause events, it is reasonable to treat them as a special category of events. Therefore Event (e, intend1 (a, t)) states that e is (a token of) an intention by a to perform a primary action of type t.

Therefore the formalization of Action1 (a, e, t) would be:
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                            (Colombetti and Verdicchio 2002; Page: 3)
A secondary action is an event intentionally brought about through the execution of another action. Formally, Action2 (a, e, t, e’, t’) states that e is a token of a secondary action of type t, intentionally performed by agent a through the execution of another action e’ of type t’.

Natural actions only involve an agent’s physical abilities and processes of physical causation but do not account for institutional actions, like playing games, buying and selling goods, or performing speech acts. An institutional event is not brought about by exploiting causal links. According to (Searle 1995), institutional events are realized through the “counts as” relationship. That is, an institutional event of type t is brought about by an event of type t’, that counts as an event of type t in an appropriate context. Taking CountsAs (e, t, t’) to mean that event e of type t counts as an event of type t’ according to some institution. The authors state the following axiom:
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                            (Colombetti and Verdicchio 2002; Page: 4)
Definition of the institutional action is given by:
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                            (Colombetti and Verdicchio 2002; Page: 4)
When an institutional action of type t is performed as an action of type t’ that counts as an event of type t, only one event token is involved, whose type is promoted, from t’ to t by the “counts as” relation. Where as in natural actions secondary action involves a causal link between two distinct and independently defined events. These two properties are represented graphically in figure 1.
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Figure 1. (Colombetti and Verdicchio 2002; Page: 5) The  "causes" and "counts as" relationship.

In this work it has been argued that speech acts (more precisely, utterance and illocutionary acts) are special kinds of institutional actions. According to the basis of their analysis, the authors concluded that speech acts should be modeled in terms of the specific social effects brought about by their performance. The most important future work would be to incorporate the development of a full-fledged theory of causation as without it any theory of action remains incomplete. 

3.2.2.3. Commitment-Based Dialogue Games Approach: (Labrie, Chaib-draa and Maudet 2003) pointed out the problem of not having any implementation of any of the previously proposed dialogue games as the basis of “conversation policies” for autonomous software agent communication. Their work was an ongoing effort towards an agent communication language simulator, called DIAGAL (Dialogue Game Based Agent Communication Language), which considers ACLs from the dialectic point of view, where agents “play a game” based on commitments. They claim that with this new approach the interaction of agents in a Multiagent system can be modeled easily. Interactions between different participants in dialogue or conversations can be reflected by “Dialogue Games”. In those interactions, each participant intervenes by making utterances, according to a pre-defined set of rules. The rules define how to start the game, what statements to be uttered in a given context and how to terminate the dialogue.

Commitments are formally represented by the authors as a function of arity of 6:
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(Labrie, Chaib-draa and Maudet 2003; Page: 2)
Meaning that x is committed towards y to α at time t, under the sanctions sx and sy. The first sanction specifies conditions under which x reneges its commitment, and the second specifies conditions under which y can withdraw from the considered commitment. The dialogue rules are defined in terms of commitments.

According to the authors, games are considered as bilateral structures defined by entry conditions (which must be fulfilled at the beginning of the game, possibly by some accommodation mechanism), success conditions (defining the goals of the participants when engaged in the game), failure conditions (under which the participants consider that the game reached a state of failure), and dialogue rules. The notations used in the games are as follows: Entry conditions (E), Success conditions of initiator (SI) and partner (SP), Failure conditions of initiator (FI) and partner (FP), and dialogues Rules (R) for each game. Within games, conversational actions are time-stamped as “turns” (t0 being the first turn of dialogue within this game, tf the last).

The authors have used meta-acts of dialogue to handle game structure and thus propose to enter in a game, propose to quit the game and so on. Therefore games can have different status: they can be open, closed, or simply proposed.

Along with the classical notion of embedding and sequencing the authors have introduced some extended features in order to compose the games:

· Sequencing. Noted g1; g2, which means that g2 starts immediately after termination of g1.

· Choice. Noted g1|g2, which means that participants play either g1 or g2 nondeterministically.

· Pre-sequencing. Noted [image: image6.png]gz ~ g1



, which means that g2 is opened while g1 is proposed.

· Embedding. Noted g1 < g2, which means that g1 is now opened while g2 was already opened.

The authors have introduced four basic games:

 (1) a “request” game (rg)

 (2) an “offer” game (og)

 (3) an “inform” game (ig) and 

 (4) an “ask” game (ag)

According to the work of the authors, a request game captures the idea that the initiator (I) “request” the partner (P) and this latter can “promise” or “reject”. In an offer game, an offer is a promise that is conditional upon the partner’s acceptance. To make an offer is to put something forward for another’s choice (of acceptance or refusal). To offer then, is to perform a conditional commissive. Precisely, to offer α is to perform a commissive under the condition that the partner accepts α. In inform game, a partner can be in the disposition of being in accord or agreement with someone without uttering any word. He can also agree by doing a speech act. In this case, he agrees when he can assert a proposition p while presupposing that the initiator has previously put forward p and while expressing his accord or agreement with this initiator as regards p. To disagree is to assert ¬p when the other has previously put forward p. In this game, it is assumed that the successful termination is when an agreement is reached about the proposition p. In an ask game, asking means requesting the partner to perform a future speech act that would give the initiator a correct answer to his question. For detailed conditions and rules for the game please refer to (Labrie, Chaib-draa, and Maudet 2003).
They have presented their DIAGAL simulator through the example of a summer festival where participants should manage their commitments. They claimed by explaining that the principal advantage of this methodology lies in the way of describing efficiently and simply the effects of actions or tasks seen in the form of creation or fulfillment of commitments. The authors state that future work on this could involve introducing more specific metrics, for example, task metrics, commitment metrics and qualitative metrics.
3.2.2.4. Other Design Approaches: (Yolum and Singh 2002) stated the problem of traditional approaches (protocol specifications using FSMs or Petri Nets) for protocol designing is that they limit the flexibility of the agents in executing the protocols because modeling is done in terms of action sequences. The authors have developed an approach for specifying protocols in which it is possible capture the content of the actions through agents' commitments to one another. They formalize commitments in a variant of the event calculus. 


(Verdicchio and Colombetti 2003) pointed out the problem of not having any general agreement on the definition of ACL semantics though there are many efforts are devoted to the definition of a standard Agent Communication Language (ACL). The authors proposed a logical framework for the definition of ACL semantics based upon the concept of social commitment. Also the authors have proposed formal definitions of such actions in the context of a temporal logic that extends CTL* with past-directed temporal operators. The proposed system is called CTL±, where time is assumed to be discrete, with no start or end point, and branching in the future. CTL± is then extended to represent actions and commitments. CTL* was also used by (Singh 2000) to define the message semantics.
3.2.3. Summary of Later Research (2000-2003)

	Year
	Title
	Author
	Major Contribution

	2000
	Commitment-based Approach to Agent Speech Acts and Conversations
	Colombetti
	Developed an ACL named Albatross, using formal semantics based on social commitment

	2000
	A social semantics for agent communication languages
	Singh 
	To define formal semantics for ACL he first used CTL to express semantics of the messages

	2002
	An analysis of agent speech acts as institutional actions
	Colombetti and Verdicchio
	First defined ACL semantics where speech acts are considered as institutional actions

	2002
	Operational specification of a commitment-based agent-communication language
	Fornara and Colombetti
	Gave the first operational specification of a commitment-based ACL

	2003
	Defining interaction protocols using a commitment-based agent-communication language
	Fornara and Colombetti
	Built the model of interaction protocol based on commitments

	2003
	Diagal: A tool for analyzing and modeling commitment-based dialogues between agents
	Labrie, Chaib-draa and Maudet
	Gave the first dialogue game-based approach based on commitments; considered ACL in dialectic point of view and started building DIAGAL (Dialogue Game Based Agent Communication Language)


Table 2. Summary of Later Research (2000-2003)
3.3.
Current Research (2004-2006):

In continuation with the trend of research as mentioned in section 3.2, along with incorporating some new ideas with on-going effort, lots of development and formalization efforts of commitment-based agent-communication have been made since 2004.
3.3.1. Formalization and Related Works towards Commitment-Based Agent-Communication

3.3.1.1. Conversational Model: (Flores, Pasquier, and Chaib-draa 2004; 2005a; Flores, Pasquier and Chaib-draa B 2007) found the existing approach for defining the semantics of messages to be problematic because it is impossible for agents to verify that whether uttered messages comply with their semantic definitions without checking their sincerity conditions, and the disassociation between message definitions and their use in conversations. Their motivation came from the work of (Clark 1996).

In the study of language there are two types of complementary meaning for any message: “speaker’s meaning”, based on the intent of the communication and “signal meaning”, which views messages as coordinating devices that help advancing joint activities. Conceptualizing on the latter meaning, the authors proposed an approach to define the conversational semantics of messages, i.e., the meaning that messages could have according to their use in conversations. The proposed model has the meaning of messages incrementally defined based on the following four levels: compositional level, conversational level, commitment state level and joint activity level.
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Figure 2. (Flores, Pasquier and Chaib-draa 2005a; Page: 2) Message Semantics Level
According to the authors, messages have certain meaning independently of their use as utterances and according to their instance components. Agents advance certain commitment states through conversational agreement, by proposing and replying (accept, reject, or counter) to commitment operations. Conversational level builds upon the compositional level, and indicates the meaning of messages once they are uttered. The Commitment State level builds upon the compositional and conversational levels, and refines the meaning of messages to take into account the commitment states these messages attempt to advance when uttered. The joint activity level builds upon the compositional, conversational and commitment state levels, and refers to the meaning given to messages when they refer to actions in joint activities.

The authors describe the life cycle of social commitments made up of states and transitions between them. There are two major states: “accepted” and “rejected”. If a commitment is accepted then it can further be in any of the following states: “active”, “violated” or “fulfilled”. And if it is rejected it could be in either “inactive” or “cancelled” states. The authors have specified four transition types (Figure 3) thorough which commitments can move from one state to other:

· Adoption – Here an inactive commitment gets accepted.

· Violation – Here an active commitment gets violated.

· Fulfillment – Here an active commitment gets fulfilled.

· Discharge – Here an accepted commitment gets cancelled.
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Figure 3. (Flores, Pasquier and Chaib-draa 2004; Page: 20) Social Commitment States
The authors have also identified four tokens for the negotiation of commitments:

· Propose – For adopt or discharge a commitment.

· Accept – A reply for acceptance to modify a commitment state.

· Reject - A reply for rejection to modify a commitment state.

· Counter – For simultaneous rejection of a modification and to proposes a different one to be considered instead.

On the way to sketching down their model the authors conceptualized agents as image holders, where images are the agent representations listing the utterances and commitments, in which they are involved with. An utterance is shared if it is witnessed by both the speaker and the addressee. Using these notions the authors gave the formal definitions of their proposed four-level messages. They claimed that their approach is more flexible than existing approaches as there is no need for assumptions for agents to be sincere and cooperative to act in an open environment.
3.3.2. Design and Modeling Works towards Commitment-Based Agent-Communication Framework
3.3.2.1. Semantic Approach:  For MAS to be truly openly operative there should be a balance between flexibility of protocols and verification in designing interaction protocols. (Mallya and Singh 2004; Mallya, Ashok and Singh 2007) have defined a tradeoff between flexibility and verification to be problematic. They proposed an approach for designing commitment protocols wherein traditional software engineering notions such as refinement and aggregation are extended to apply to protocols so that designers should be able to create new protocols by refining or combining existing protocols at design time (not for automated, run-time composition) whose properties are well understood. They have also presented a sound theory of composition of protocols and a classification of protocols in a hierarchy backed by formal semantics. To compose protocols by refining and merging existing ones, the authors present algebra of protocols that can be used, and does this at a level of abstraction high enough to be useful for real-world applications.

They have represented a protocol to be a transition system, defined by the tuple:
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(Mallya and Singh 2004; Page: 7)

“States form the fundamental components of runs, and are labeled by sets of propositions.

Any comparison of states, therefore, must be based on comparing propositions. A run is one possible execution sequence of a protocol.” (Mallya and Singh 2004; Page: 8, 6) 

And to compare the protocols and hence to compare the states the authors introduced “state-similarity functions”, based on the notion of “subsumption of protocols”. The authors argued that the protocol that allows many runs is better than that of which allows less runs, giving more choice and flexibility in protocol execution. Also short runs are better as it requires fewer messages. According to their approach a “frame” is a container of protocol, along with the propositional representation of all the states that can occur in a particular protocol. In their algebra of protocol they have introduce two operators, namely, “merge”, for creating a new refined protocol form existing ones and “choice”, for choosing between the runs belonging to different protocols. The future works would be abstractions supported by the proposed algebra to be woven into a methodology for designing protocols and such methodologies should be supported by tools that give appropriate reasoning assistance to designers so that it eases the development of large-scale open systems.

3.3.2.2. Commitment and Argument Network: The first work on linking commitments and arguments in agent-communication aspect was done by (Bentahar, Moulin, and Chaib-draa 2004b). Among the three approaches of designing an agent communication language, the mental approach has been used much to define the formal semantics of a much used agent communication language, KQML and (Bentahar, Moulin, and Chaib-draa 2004b) pointed out that this approach is not verifiable because it fails  whether the agents’ behavior matches their private mental states. Also the authors find out the lacking of addressing the issue of representing the dynamics and coherence of agent conversations.

This is the combined approach of commitments and arguments in the paradigm of agent-communication language.  The social and public aspects of a conversation can be captured by commitments and the reasoning aspect can be captured using arguments. There many are various types of communication needed in a Multiagent system for example negotiation, solving conflicts of interest, etc. For this reason communication based on simple message exchanges are not good enough. Therefore agents need to be able to take part in coherent conversation. Keeping these issues in mind the authors proposed CAN (Commitment and Argument Network). They claimed that this formal framework can represent agent actions likely to take place in a conversation. These actions are interpreted in terms of creation and of positioning on social commitments and arguments. The proposed formalism allows modeling of the dynamics of conversations and offers an external representation of the conversational activity.

To support the CAN formalism they introduced a new communication model given in Figure 4.
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Figure 4. (Bentahar, Moulin and Chaib-draa 2004b; page: 4) The Links between the Conversational Agent Architecture and the Communication Model.

The model consists of three layers: the conversation layer, the commitment/argument layer and the cognitive layer. According to the authors, the conversation layer is directly observable because it is composed of the speech acts that the agents perform. These acts are not performed in an isolated way, but within a particular conversation. The commitment/ argument layer is used to correctly manage the social commitments and the arguments that are related to the conversation. These commitments and arguments are not directly observable, but they should be deduced from the speech acts performed by the agents. The cognitive layer is used to take into account the private mental states of the agents, the social relations and other elements that the agents use in order to communicate.

The corresponding proposed agent architecture of conversational agent which is composed of three models: the mental model, the social model and the reasoning model. According to the authors, the mental model includes beliefs, desires, goals, etc. The social model captures the social concepts such as conventions, roles, etc. Social commitments constitute a significant component of this model.

In this combined approach the agents must reason on their own mental states in order to build arguments in favor of their future commitments, as well as on other agents’ commitments in order to be able to take position with regard to the contents of these commitments.

The reasoning of linking commitments and arguments by (Bentahar, Moulin, and Chaib-draa 2004b) is given verbatim: “In fact, before committing to some fact h being true (i.e. before creating a commitment whose content is h); the speaker agent must use its argumentation system to build an argument (H, h). On the other side, the addressee agent must use its own argumentation system to select the answer it will give (i.e. to decide about the appropriate manipulation of the content of an existing commitment). For example, an agent Ag1 accepts the commitment content h proposed by another agent Ag2 if its argumentation system is compatible with h. i.e. if it is able to build an argument which supports this content from its knowledge base. If Ag1 has an argument (H’, ¬h), then it refuses the commitment content proposed by Ag2. Now, if Ag1 has an argument neither for h, nor for ¬h, then it must ask for an explanation. Surely, an argumentation system is essential to help agents act on commitments and their contents.” (Bentahar, Moulin, and Chaib-draa 2004b;  Page: 9)

The authors claim that an agent should always use its argumentation system before creating a new commitment or positioning itself on an existing commitment and on its content. Consequently, an argument of an agent Ag1 must support an action performed by this agent on a given commitment and/or on its content. Possible future works as directed by the authors would be to prove mathematically the existence of one and only one CAN to represent a given coherent conversation (proof of uniqueness) by using a formal way of representing dialogues. Also the formalism can be used in order to represent different types of dialogues. Another key issue for future work is to define a formal semantics for the formalism.

In continuation of the work of (Bentahar, Moulin and Chaib-draa 2003; 2004b), (Bentahar, Moulin and Chaib-draa 2004c) developed CAN, which is a unified framework for pragmatic and semantic issues. This work presents two results: 1) it semantically establishes the link between social commitments and arguments; 2) it uses both a temporal logic (CTL* with some additions) and a dynamic logic (DL) to define a complete and unambiguous semantics. The authors claimed that their semantics makes it possible to represent the dynamics of agent communication. It also allows us to establish the important link between social commitments as a deontic concept and arguments. Possible future work for this research would be to define flexible protocols based on dialogue games and specified by the proposed semantics. Also using model checking techniques automatic verification of the protocols could be done whether the protocols satisfy the semantic properties.

3.3.2.3. Commitment-Based Dialogue Games Approach:  In continuation of the previous incomplete work (Labrie, Chaib-draa and Maudet 2003) on DIAGAL, (Bergeron and Chaib-draa 2005; Chaib-draa, Labrie, Bergeron and Pasquier 2006) presented DIAGAL in which allows agents to manipulate the public layer of social commitments through dialogue, by creating, canceling or updating their social commitments. The authors pointed out the problem of not having any existing approach to specify, design and analyze agent conversations entirely based on commitments.

On the way to giving the specification of DIAGAL, the authors gave the definition of commitments as a function of arity of 7: 
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(Bergeron and Chaib-draa 2005; Page: 2)

Which is the same definition of commitments as given by (Labrie, Chaib-draa and Maudet 2003), except the seventh added parameter: Sta, to specify the commitment state which is modified during the dialogue. The commitment states pointed out by the authors are:

· Inactive (Ina): By default, a commitment is inactive.

· Created (Crt): A commitment is in this state if it has been “socially established” in a dialogue game.

· Canceled (Cnl): A commitment is in this state if it has been withdrawn by the debtor.

· Released (Rel): A commitment is in this state if it has been withdrawn by the creditor.

· Fulfilled (Ful): A commitment is in this state if the debtor has satisfied its content.

· Violated (Vio): A commitment is in this state if the debtor hasn’t respected its content.

· Failed (Fal): A commitment is in this state if an attempt, to socially establish it, has failed.

As the authors have followed a strong commitments-based approach, they expressed the dialogue rules for the game structure in terms of “dialogical commitments”. They have defined some bilateral structures to define the game:

· Entry conditions (E): These are the conditions (in the form of extra-dialogical commitments) are conditions which must be respected to enter the game.

· Dialogue rules (R): These rules specify what the conversing agents are “dialogically” committed (in the form of dialogical commitments) to do. The success or the failure conditions of the game are determined by the fulfillment of those rules.

· Success conditions (S): These conditions indicate the result (the effect in terms of extra dialogical commitments) of the dialogue game.

·  Failure conditions (F): If the modification of the public layer has been socially rejected, of the dialogue game is indicated by these conditions.

Then they formally defined the game as a 4-tuple (Eg, Sg, Fg, Rg) where Eg is the set of entry conditions, Sg the set of success conditions, Fg the set of failure conditions and Rg the set of dialogue rules. The authors have also used commitment networks (Bergeron and Chaib-draa 2005) or web of commitments (Labrie, Chaib-draa and Maudet 2003), defined in terms of set of agents, set of commitments and causality links, to specify the agents’ dialogical behavior in terms of commitments. 


They have developed a tool (called DGS—Dialogue Game Simulator) which allows the user to simulate conversations between agents who use dialogue games to communicate. DGS is basically an implementation of the DIAGAL’s theoretical concepts and allows studying several aspects of the communication between software agents. Then they have created agents in the problem domain of arranging a summer festival using an object oriented language called, JACK to test the DIAGAL language, the commitments network, the simulator and the metrics. They have represented the analysis of the summer festival agent conversation graphically in their experiment of their simulation run and that showed that their defined metrics are efficient to analyze those conversations.

3.3.2.4. Protocol Verifications:  (Yolum 2004) stated that the problem of traditional approaches (protocol specifications using FSMs or Petri Nets) for protocol designing is that they limit the flexibility of the agents in executing the protocols because modeling is done in terms of action sequences which are know a priori. The author analyzed and formalized various design requirements for correct commitment protocols and draw relations among them. The main contribution of this analysis is that it allows protocol designers to develop correct protocols by signaling possible errors and inconsistencies that can possibly arise at run time. Since the requirements are formal, they can be incorporated in a software tool to automate the design and specification of commitment protocols.


According to the author, “A commitment protocol is a set of actions such that each action is either an operation on commitments or brings about a proposition.” (Yolum 2004; Page: 5)


He explained protocol correctness with some additional definition of “protocol state”, “equivalence operator”, “proper end-state”, and “protocol cycle” and “protocol progressiveness”, based on event calculus. As the transitions are computed at run time, the author claims that the proposed approach enables flexible execution of protocols. The author states that possible future work would be to find out other design requirements for example avoiding deadlock for commitment protocols.

3.3.2.5. Control or Enforcement in Social Commitments: 
There are two desirable properties in an agent-communication language: flexibility and verifiability. (Amgoud and de Saint-Cyr 2005) pointed out the problem of so far proposed semantics (both mentalistic and social) of not being flexible and verifiable. They also pointed out that those semantics are mostly based on social commitments which are ambiguous in concept, not clear in understanding and hard to model it down to the implementation level.

To solve the problems with the existing approaches the authors incorporates “penalty” with “commitments” while the agents communicate. According to the author there are two distinguished type of commitments: the commitments made by the agent itself during the dialogue such as promises and the commitments made by the others to the agent such as requests or questions. And along with these commitments the authors introduce two types of penalties for the agents that do not respect to the commitments that they make. One of the penalties ensures that the agent is honest where the other one ensures that the agent is cooperative.

In their proposal, each agent can be attached to a commitment store which will keep track of the different commitments of the agent. These stores are made publicly available so that all agents can access them.

According to the author, the proposed semantics is also verifiable since the penalty associated to a move is computed directly from its category and the agent commitment store which is visible to all agents; so there is no need to know what the agent really believes, only the category of the moves and previous moves are taken into account. 

Along with other required formal definition to represent their idea, the authors defined “penalty” in the following manner: 
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(Amgoud and de Saint-Cyr 2005; Page: 6)

Where S1, S2, S3 and S4 are the five of four categories of speech acts (excluding expressives) introduced by (Searle 1969). Hence, to each commitment store a pair of costs is defined. Formally, the cost associated to the commitment store  [image: image13.png]


  of agent ai at time t, is a pair [image: image14.png]


 , where c(Ai) is the cost associated to the statements of agent ai which are violated, and c(Oi) is the cost associated to the requests made by other agents and to which agent ai has not answered yet. These costs are computed by summing penalties of moves. Deciding which moves are to take into account depends on their categories. 

They claimed that the inclusion of the idea of penalties make the proposed semantics verifiable and it is also flexible as it is not based on any particular speech acts, letting it be more general and therefore the semantics presented on the paper can be implemented easily. Future works for this paper would be simplifying the protocols by extending the new semantics introduced here and associating different penalties for different categories of speech acts.

3.3.2.6. Institutions and Commitments: (Oliveira, Purvis, Cranefield and Nowostawski 2004a; 2004b; Oliveira, Purvis and Cranefield 2004) pointed out that the existing efforts to build an abstract architecture to model the development of agent framework do not have mechanisms for managing complex diachronic interactions. And also there is not enough support to efficiently organize conversations in OMAS. The authors figured out the problem of ongoing development with FIPA ACL and KQML because of their approach of to be used generically and independent of the specific context.

This paper presents a distributed model to organize agent interoperations, using institutions as the main management element, and commitments between agents as a way to model interactions among agents and promote organized multi-agent societies.

The authors represent a model for institutions in OMAS (Open Multi Agent Systems). The authors hope that the development process of ACLs will be eased by the use of institutions and the identification of institutional acts. Institutions represent well-defined organizations that obey a set of regulations that impose constraints concerning the way agents should behave in a specific domain.

Communicative acts can be defined by commitments. Also commitments can be defined as institutional objects, which can be created and manipulated according to a set of conventional rules, on which there is collective agreement by a community of agents. The authors have added “not fulfilled” (in case of a requested audited interaction) state transition from active state in the previous state transition to the original work of (Colombetti and Verdicchio 2002) as seen in figure 5. In an audited interaction, the Auditor agent verifies task imposed by the commitment content and sets the state of the commitment to “fulfilled” or “not fulfilled”, and will store the interaction for later consultation or future reference.
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Figure 5. (Oliveira, Purvis, Cranefield and Nowostawski 2004a; Page: 2) The Lifecycle of commitments: mc creates the commitment and sc sets the state of the commitment.

To operate in any specific OMAS agents can get all the necessary information from the Institution Agent. The major component of an institution agent is called “Core” and according to the authors that consists of the following components:

− The ACL defined by commitments suited to the domain of the OMAS.

− Information about the available Auditor Agents.

− Information about the Information Agencies available for the consultation about 

    agent reputations.

− The ontology adopted for the OMAS.

− The Registration Rules so that an agent upon registration assumes a role and is 

    included in a group that follows common operation rules.

− The set of Interaction Rules that define the possible interactions for roles in the 

    OMAS.

After registering in any particular institution the agents get all the information from the Institution Agent and the agents continue to operate without having any control from the Institution Agent. In an object oriented paradigm the Institution Agent Core can be designed in a generic fashion so that that more specific and contextualized Cores can reuse that. Figure 6. shows a model of institution in OMAS. 
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Figure 6. (Oliveira, Purvis, Cranefield and Nowotawski 2004a; Page: 3) Dstributed model for institution in  OMAS.

When the agent starts to begin to commit it to other agents the debtor agent does not have a desired level of trust of the agent with which it is starting the interoperation process, an audit interoperation can be requested, with the help of the Auditor Agent. The audited interaction will be stored in a database future queries if needed.

According to the authors, the Auditor Agent and the other agents in the OMAS will have access to a special agent called the Information Agency, which is responsible for giving information about other agents that have been present and have developed reputations within the society. The agents are not obliged to report nor consult the Information Agency prior to every interoperation they develop. This implements an open and flexible distribution and balance of the system and makes the architecture suitable to the complexities and uncertainties of OMAS.
3.3.3. Summary of Current Research (2004-2006)

	Year
	Title
	Author
	Major Contribution

	2004
	Conversational Semantics with Social Commitments
	Flores, Pasquier and Chaib-draa
	Gave a conversational approach where message semantics are defined in incremental layers

	2004
	A semantic approach for designing commitment protocols
	Mallaya and Singh
	Built an algebra of protocols based on commitment where new protocols can be built from refining or combining the existing ones

	2004
	Commitment and argument network: A new formalism for agent-communication
	Bentahar, Moulin and Chaib-draa
	Gave CAN (Commitment and Argument Network) formalism to define the semantics of ACL

	2005
	ACL: Specification, design and analysis all based on commitments
	Bergeron and Chaib-draa
	Gave formal and updated specification of DIAGAL.

	2005
	A semantics for agent-communication languages based on commitments and penalties
	Amgoud and de Saint-Cyr
	Introduced the idea of punishment ( control/ enforcement/ penalty) among agents towards their commitments


Table 3. Summary of Current Research (2004-2006)
4. SUMMARY
In this section we have summarized all the major works and efforts done towards building a commitment-based agent-communication language.

	Year
	Researcher
	Major Contribution

	1991 - 1997
	Singh 
	Realization of importance of social commitments in MAS

	1998
	Singh 
	First argued in details to shift towards the social commitment-based approach

	2000
	Colombetti
	Developed an ACL named Albatross, using formal semantics based on social commitment

	2000
	Singh 
	To define formal semantics for ACL he first used CTL to express semantics of the messages

	2002
	Colombetti and Verdicchio
	First defined ACL semantics where speech acts are considered as institutional actions

	2002
	Fornara and Colombetti
	Gave the first operational specification of a commitment-based ACL

	2003
	Fornara and Colombetti
	Built the model of interaction protocol based on commitments

	2003
	Labrie, Chaib-draa and Maudet
	Gave the first dialogue game-based approach based on commitments; considered ACL in dialectic point of view and started building DIAGAL (Dialogue Game Based Agent Communication Language)

	2004, 2005
	Flores, Pasquier and Chaib-draa
	Gave a conversational approach where message semantics are defined in incremental layers

	2004
	Mallaya and Singh
	Built an algebra of protocols based on commitment where new protocols can be built from refining or combining the existing ones

	2004
	Bentahar, Moulin and Chaib-draa
	Gave CAN (Commitment and Argument Network) formalism to define the semantics of ACL

	2005
	Bergeron and Chaib-draa
	Gave formal and updated specification of DIAGAL.

	2005
	Amgoud and de Saint-Cyr
	Introduced the idea of punishment ( control/ enforcement/ penalty) among agents towards their commitments


Table 4. Summary of All Research Done towards Building a Commitment-Based Agent-Communication Language
5. CONCLUSIONS

Although the commitment-based approach overcomes many of the drawbacks of existing approaches, it is yet to be standardized. In this survey we have found that there are many formalism, in a robust or weak manner being presented. But so far none of them are totally complete and widely accepted. Along with the basic representation of a commitment based ACL or commitment based agent-communication many integrating ideas have been proposed, for example combining arguments with commitments, linking intentions with commitments, language protocol verification, linking institution with commitments, linking dialogues with commitments, flexible modeling, etc. 
A total combined unified approach yet to be developed so that truly openly operative Multiagent system can be a reality. All the future research works should be directed developing a robust, well-defined formal specification of a commitment-based agent-communication language.

Appendix-I
Annotations of 5 milestone papers

1. Amgoud, L. and de Saint-Cyr, F. D. (2005). Semantics for agent-communication languages based on commitments and penalties. In Proceedings of the Sixth International Workshop on Computational Logic in Multi-Agent Systems.

Keywords: Agent-communication Languages, Commitments, Penalties, Speech Acts, Arguments.

Multi agent system is heterogeneous. Therefore there is a need of defining a standard communication framework for the agents with a clear semantics that has to be flexible and verifiable. The authors pointed out the problem of so far proposed semantics (both mentalistic and social) of not being flexible and verifiable. They also pointed out that those semantics are mostly based on social commitments which are ambiguous in concept, not clear in understanding and hard to model it down to the implementation level.

The paper is based on four of five categories of speech acts excluding expressives, as were pointed out in the famous publications of (Searle 1969; Searle and Vanderveken1985). 

The authors associate the idea of two forms of penalties along with regular social commitments to solve the problem. The first type assures that the agent is honest and the second type assures that the agent is cooperative. Also the authors extend the previous work done regarding commitment store.

The authors presented various definitions and formal representations of “move”, “commitment store”, “penalty”, “storage”, “associate cost”, “cooperation penalty” and “honesty penalty” using propositional language.

They claimed that the inclusion of the idea of penalties make the proposed semantics verifiable and it is also flexible as it is not based on any particular speech acts, letting it be more general and therefore the semantics presented on the paper can be implemented easily.

Future works for this paper would be simplifying the protocols by extending the new semantics introduced here and associating different penalties for different categories of speech acts.
2. Fornara, N. and Colombetti, M. (2003). Defining interaction protocols using a commitment-based agent-communication language. In AAMAS ’03: Proceedings of the second international joint conference on Autonomous agents and multiagent systems, pages 520–527, New York, NY, USA. ACM Press.

Keywords:  Agent-communication Language, Commitment, Communicative Act, Interaction Protocol, Open Interaction System, Auction.

The problem found out by this paper is that some of the existing approaches to define the interaction protocol with the help of finite state machines or Petri nets but do not take into account the meaning of messages exchanged. Again some other papers do take that meaning into account but without relying on a standard ACL with application-independent semantics.

This paper is based on (Fornara and Colombetti 2002), which gives a complete specification of a commitment-based ACL with a minimal communicative act library, very crucial to describe communicative interactions in an open MAS.

The authors brought about the idea of defining interaction protocols with the help of an “environment” and an “interaction diagram”. And along with the introduction of the idea of “soundness condition”, the resulting protocol becomes verifiable. The defining process is application-independent. 

Using the framework proposed by the authors, they define a complex and common interaction protocol, the English Auction, which is used in many electronic commerce applications on the web.

The authors claimed that their one is different from most existing proposals, because of using of an application-independent library of communicative acts, whose meaning is fully preserved when they occur in protocol. With the assumption that, the agents used in practical applications mostly be simple reactive agents, proving the soundness of a protocol at design time is claimed to be more important than allowing agents to plan intelligent variations of existing protocols. 

Later this work is referred by 53 researches. Some of them include Pasquier, Flores, Chaib-Draa, Mallya, Singh, etc. among the pioneers in this field. 

3. Fornara, N. and Colombetti, M. (2002). Operational specification of a commitment-based agent-communication language. In AAMAS ’02: Proceedings of the first international joint conference on Autonomous agents and multiagent systems, pages 536–542, New York, NY, USA. ACM Press.

Keywords: Agent-communication Language, Commitment, Speech Act, Conversation Protocol, Multi agent System. 
Among the three approaches for studying agent communication languages, the authors have found two of those are not suitable enough towards defining a standard and widely accepted ACL to act perfectly in an open environment. For example, KQML and FIPA ACL, the two major accepted ACLs in practice follows a mentalistic approach which causes problems in multiagent systems made up of competitive heterogeneous agents made by different vendors. Again with the conversational approach, a problem arises when there is a change in the set of accepted protocols; it affects the meaning of the speech.

The authors approach to the definition of a standard ACL is based on the speech act theory (Austin 1962; Searle 1969). Also their approach is closely related to the works of Yolum and Singh on protocols.

The authors propose operational method using the social notion of commitment to express the meaning of the message exchanged among the agents interacting in an open environment. The authors define commitments within an object-oriented paradigm as a commitment class that includes the concepts of conditional commitment and precommitment. Then, they use the commitment objects to define the meaning of corresponding speech act.

The authors formalized a conversational protocol named “protocol of proposals”, widely used in electronic commerce applications, how to express the meaning of messages exchanged, to observe the dynamic evolution of the system states during an interaction and to evaluate the soundness of the protocol, by using their commitment-based definition. They have given the definition of proposals as a combination of conditional request and conditional promise. 

The temporal aspects in the design are yet to be developed; they have only been sketched. Introduction of more new methods would make the model more expressive. Also in this model there is a need of deep theoretical justification of the “soundness condition” introduced. 

Later this work is referred by 71 researches. Some of them include Pasquier, Flores, Chaib-draa, Mallya, Singh, Fornara, Colombetti etc. among the pioneers in this field.

4. Xing, J. and Singh, M. P. (2001). Formalization of commitment-based agent interaction. In SAC ’01: Proceedings of the 2001 ACM symposium on Applied computing, pages 115–120, New York, NY, USA. ACM Press.

Keywords: Multi Agent, Commitments, Operational Semantics, Statecharts, Temporal Logic, Protocol Soundness.

The authors considered the problem of creating specifications for agent behavior and interaction to achieve the necessary coordination to support various kinds of communicative and conversational interactions and also pointed out that, traditional software engineering lacks the abstraction necessary to model multiagent systems.

The work proposed in the paper was done following the works of (Castelfranchi 1995) and (Singh 1999).  And the idea of modeling and operationalizing commitments using temporal logic and statecharts came from (Emerson 1990; Harel and Naamad 1996).

The authors propose commitment patterns which accommodate revisions and exceptions to model agent interaction. They formalize commitment patterns declaratively in temporal logic. They apply statecharts to specify behavior models of agents who follow the proposed commitment pattern. The formal declarative semantics for the metacommitment patterns is given in Computation Tree Logic (CTL).

The authors claim that their commitment-based approach takes the middle path in contrast to the conventional approaches for specifying and managing agent interactions, which are either too strict or too unstructured and this helps emphasizing the coherence desired from the activities of autonomous decentralized entities, allowing the agents it change their mind in a controlled manner and that enables them to achieve progress in a dynamic, unpredictable world.

Later this work is referred by 44 researches. Some of them include Dignum, Linder, Cohen and Levesque etc. among the pioneers in this field.
5. Bergeron, M. and Chaib-draa, B. (2005). ACL: Specification, design and analysis all based on commitments. In Proceedings of the Workshop on Agent-communication (AC2005), fourth International Joint Conference on Autonomous Agents and Multi Agent Systems (AAMAS 2005), Utrecht, Netherlands.

Keywords: Agent-communication Language, Commitments, Commitments Network, DIAGAL, Dialogue Games.

The authors pointed out the problem of not having any existing approach to specify, design and analyze agent conversations entirely based on commitments. 

To formally present commitments in DIAGAL (Dialogue Game Based Agent Communication Language) the authors used a special notation inspired from (Singh 2000).  For specifying the structure of the game the authors shared the works with: (Dastani, Hulstijn and Torre 2000) and (Flores and Kremer 2002) and (Maudet and Chaib-draa 2002) and (McBurney and Parsons 2002) and for the concept of “Grounding” they followed (Reed 1998). They were also inspired by (Wan and Singh 2003) for commitments causality diagram.

The authors proposed a new dialogue game adopting a strict commitment-based approach within game structure, a method that studies the commitments dynamics and metrics based on commitments for modeling and analyzing agents’ conversations. They defined these metrics in three levels: metrics for the entire MAS, metrics between dialogue between two agents and metrics for an agent.

They have developed a tool (called DGS—Dialogue Game Simulator) which allows to simulate conversations between agents who use dialogue games to communicate. DGS is basically an implementation of the DIAGAL’s theoretical concepts and allows studying several aspects of the communication between software agents. Then they have created agents in the problem domain of arranging a summer festival using an object oriented language called, JACK to test the DIAGAL language, the commitments network, the simulator and the metrics.

They have represented the analysis of the summer festival agent conversation graphically in their experiment of their simulation run and that showed that their defined metrics are efficient to analyze those conversations.

Later this work is referred by 2 researches done by Hewitt and Pasquier.

Annotations of 15 important papers

6. Labrie, M. A., Chaib-draa, B., and Maudet, N. (2003). Diagal: A tool for analyzing and modeling commitment-based dialogues between agents. In Dignum, F. and Greaves, M., editors, Advances in Artificial Intelligence: 16th Conference of the Canadian Society for Computational Studies of Intelligence, AI 2003, Halifax, Canada, June 11-13, 2003. Proceedings, pages 353–369. Springer-Verlag: Heidelberg, Germany
Keywords: Agent-communication Language, Commitments, Commitments Network, DIAGAL, Dialogue Games.

The authors pointed out the problem of not having any implementation of any so far proposed dialogue games as the basis of “conversation policies” for autonomous software agent communication. 

To formally present commitments in DIAGAL (Dialogue Game Based Agent Communication Language) the authors used a special notation inspired from (Singh. 2000). For specifying the structure of the game the authors share the works with: (Dastani, Hulstijn and Torre 2000) and (Flores and Kremer 2002) and (Maudet and Chaib-draa 2002) and (McBurney and Parsons 2002) and for the concept of “Grounding” they followed (Reed 1998). They were also inspired by (Wan and Singh 2003) for commitments causality diagram.

Considering agent communication language from the dialectic point of view, where agents “play a game” based on commitments, such games are incorporated in DIAGAL tool by the authors and they have provided detailed specification of the structure and rules of the game and its composition.

They have presented their DIAGAL simulator through the example of summer festival where participants should manage their commitments. They claimed by explaining that the principal advantage of this methodology lies in the way of describing efficiently and simply the effects of actions or tasks seen in the form of creation or fulfillment of commitments. As a future work on this could be introducing more specific metrics, for example, task metrics, commitment metrics and qualitative metrics.

Later this work is referred by 16 researches. Some of them include Pasquier, Bergeron, Chaib-draa and Flores etc. among the pioneers in this field.
7. Mallya, A. U. and Singh, M. P. (2004). A semantic approach for designing commitment protocols. In AAMAS ’04: Proceedings of the Third International Joint Conference on Autonomous Agents and Multiagent Systems, pages 1364–1365, Washington, DC, USA. IEEE Computer Society.

Keywords: Commitments, Commitment Protocols, Multiagent Systems, ACL, Agent Interaction Protocol Design.

MAS to be truly openly operative there should be a balance between flexibility of protocols and verification in designing interaction protocols. The authors have found this tradeoff between flexibility and verification to be problematic. They proposed an approach for designing commitment protocols wherein traditional software engineering notions such as refinement and aggregation are extended to apply to protocols so that designers should be able to create new protocols by refining or combining existing protocols whose properties are well understood. They have also presented a sound theory of composition of protocols and a classification of protocols in a hierarchy backed by formal semantics. To compose protocols by refining and merging existing ones, the authors present algebra of protocols that can be used, and does this at a level of abstraction high enough to be useful for real-world applications.

The authors made the central claim that protocols have properties as a whole, rather than being just a sequence of steps.

The future works would be abstractions supported by the proposed algebra to be woven into a methodology for designing protocols and such methodologies should be supported by tools that give appropriate reasoning assistance to designers so that it eases the development of large-scale open systems.

Later this work is referred by 14 researches. Some of them include Vigan`o, Colombetti, Desai, Mallya, Chopra, Singh, Pasquier, Chaib-draa and Flores etc. among the pioneers in this field.
8. Wan, F. and Singh, M. P. (2003). Commitments and causality for multiagent design. In AAMAS ’03: Proceedings of the second international joint conference on Autonomous agents and multiagent systems, pages 749–756, New York, NY, USA. ACM Press.

Keywords: Commitments, Roles, Conversation Analysis, Dooley graphs, Causality.
The authors figured out the problem of the existing approaches of capturing the aspects of interaction among agents that tend to emphasize individual commitments and that interaction is restricted between a pair of agent. They also pointed out that the methodologies for multiagent system design do not seriously accommodate commitments.

This paper proposes a methodology to infer commitments from any example (here a trip planning example is used) conversation among several parties. Based on the conversation, the authors built a commitment causality diagram, based on modified Dooley graph, indicating the causal relations among the commitments. Using this diagram, they generated behavior models for each role. Then it was shown that the produced models were able to successfully capture commitment-level protocols and allowed flexible implementation of non-commitment communications provided the causal relations are preserved. 

Also the authors came up with two distinct algorithms, one for generating a list of commitments and another for generating commitment causality diagram.

The authors claim that their study found that the commitment dependencies are more useful than commitments themselves since the lifecycle of each commitment totally rely on the relations with other commitments and actions. Their approach would be able to produce richly structured multiagent systems whose members can interact flexibly.

Possible future works for this paper would be planning to complete interactions and agent models so as to help a designer detect and address potential exception conditions and also incorporating a discussion of the deeper aspects of commitments that are not accommodated in the above approach.

Later this work is referred by 16 researches. Some of those involve Desai, Singh, Chaib-draa, Labrie, Bergeron, Pasquier etc. among the pioneers in this field.

9. Singh, M. P. (1991). Social and psychological commitments in multiagent systems. Technical Report TM-91-08, Deutsches Forschungszentrum f¨ur K¨unstliche Intelligenz GmbH Erwin-Schr¨odinger Strasse, Postfach 2080, 67608 Kaiserslautern, Germany.

Keywords: Multiagent Systems, Social Commitments, Psychological Commitments, 

The author points out the problem that the notion of social commitment has often been ignored in AI theory than that of psychological commitment and because of this ignorance there exists infelicities in the traditional theories of group action and intention. They have also noticed that the commitments in distributed computing are not flexible in terms of behavior. 

In this theoretical paper the author proposes a formalization of these concepts of those two kinds of commitments and that captures their desired properties and interrelationships. The author presents the idea of commitments to be revocable without the help of mutual belief. 

The author argues that, mutual beliefs are difficult to achieve in realistic scenarios and are highly unstable even when achieved - the slightest suspicion by one of the participants that the other no longer has the relevant belief (to any arbitrary nesting) is grounds for the failure of the mutual belief. In order to overcome this problem the author proposes that, no such mutual beliefs are necessary and suggests that when two agents make social commitments to each other they are already in a position to perform their joint action.

Later this work is referred by 19 researches. Some of those involve Castelfranchi, Flores, Kremer, Pasquier and Chaib-draa etc. among the pioneers in this field.

10. Flores, R. A., Pasquier, P., and Chaib-draa, B. (2005b). A social semantics for agent-communication languages. In Dignum, F. and Greaves, M., editors, Agent-communication, pages 18–32. Springer-Verlag: Heidelberg, Germany.

Keywords: Agent-communication Languages, Protocols, Commitments.

The authors find out the problem of the approach of defining the meaning and sequencing of ACL messages using mental states and conversation protocols. This approach has faltered to support conversations in open multiagent systems, where the mental states of agents cannot be verified to abide to the messages they utter.

From the studies of languages the authors used the idea of defining two complementary types of meaning from (Clark 1996). Also their layered approach is partially based on (Flores and Kremer 2004).

Based on the notion of social commitment they proposed that the meaning of messages could be expressed according to the relationships between their instance components, their use in conversations aiming to advance the state of commitments, and the actions these commitments entail within the context of a joint activity. They basically a commitment- based model where messages are defined according to their use as coordinating devices for advancing conversations and the state of social commitments that bring about the actions advancing the joint activities in which agents participate.

The authors presented their commitment-based model consisting of four layers: compositional level, conversational level, commitment state level and joint activity level.

Later this work is referred by 178 researches. Some of those involve Yolum, Singh, McBurney, Parsons and Sergot etc. among the pioneers in this field.

11. Pasquier, P. and Chaib-draa, B. (2006). Modeling the links between social commitments and individual intentions. In AAMAS ’06: Proceedings of the fifth international joint conference on Autonomous agents and multiagent systems, pages 1372–1374, New York, NY, USA. ACM Press.

Keywords: Commitments, Social Commitments, Individual Intentions, Multiagent Systems, Agent-communication Language.

The authors fund out the problem that social commitments were not taken into account in previous cognitive agents’ theory. Therefore this piece of work is towards linking social commitments and individual intentions. 

The authors extended the work of (Bratman 1990) and (Wright 1980), where individual intentions are considered as a special kind of individual commitment. Also their work complements the work of (Singh 1991) which introduces the idea of linking individual and social commitments.

They proposed to model the links between private cognitions and social commitments while social commitments capture the social interdependencies of the agent, individual intentions make the links between the agent private cognition and its individual or social behavior.

On the way to exploring the desired link, the authors made distinction between “intention to” (that relates to some particular course of action and is usually complex) and “intention that” (usually a propositional statement), which can be either accepted or rejected. To accommodate the issue of social dimension of communication they have further distinguished between “internal individual intentions”, which an agent tries to achieve alone and “social individual intentions”, which relates to other agents’ actions.

The authors pointed out that, “An accepted social commitment is the socially accepted counterpart of an accepted intention. Commitments in action are the counterparts of “intentions to” while propositional commitments are the counterparts of “intentions that”. In our approach, those links are taken into account by positive and negative binary constraints that link the agents’ intentions and social commitments. Positive constraints take into account the correspondence relation introduced above while negative constraints model the incompatibility relations that hold between incompatible intentions or/and social commitments.” (Pasquier and Chaib-draa 2006; Page: 2)

The authors claimed that their proposed links improve previous proposals.

12. Bentahar, J., Moulin, B., and Chaib-draa, B. (2004b). Commitment and argument network: A new formalism for agent-communication. In Dignum, F. and Greaves, M., editors, Advances in Agent-communication, pages 146–165. Springer-Verlag: Heidelberg, Germany.

Keywords: Multiagent Systems, ACL, Commitments, Arguments, CAN (Commitment and Argument Network).
Among the three approaches of designing agent communication language, mental approach has been used much to define the formal semantics of a much used agent communication language, KQML and the authors pointed out that this approach is not verifiable because it fails whether the agents’ behavior matches their private mental states. Also the authors find out the lacking of addressing the issue of representing the dynamics and coherence of agent conversations. 

The CAN approach is based on (Bentahar, Moulin, and Chaib-draa 2003). For representing the classification of commitments the authors relied on the works of (Fornara and Colombetti 2002) and (Walton and Krabbe 1995). The authors gave the concept of commitment attempt which is based on the notion of pre-commitment given by (Colombetti 2000).

The authors proposed a formal framework that can represent agent actions likely to take place in a conversation. These actions are interpreted in terms of creation and of positioning on social commitments and arguments. The proposed formalism allows modeling the dynamics of conversations and offers an external representation of the conversational activity. 

To represent their framework the authors formally specified the notion of communication model, social commitment, argumentation and links between them, which is the CAN formalism.

Possible future works as directed by the authors would be to prove mathematically the existence of one and only one CAN to represent a given coherent conversation (proof of uniqueness) by using a formal way of representing dialogues. Also the formalism can be used in order to represent different types of dialogues. Another key issue for future work is to define a formal semantics for the formalism.

Later this work is referred by 13 researches. Some of those involve Fornara, Vigano and Colombetti etc. among the pioneers in this field.

13. Bentahar, J., Moulin, B., Meyer, J.-J. C., and Chaib-draa, B. (2004c). A logical model for commitment and argument network for agent-communication. In AAMAS ’04: Proceedings of the Third International Joint Conference on Autonomous Agents and Multiagent Systems, pages 792–799, Washington, DC, USA. IEEE Computer Society.

Keywords: Multiagent Systems, ACL, Commitments, Arguments, CAN (Commitment and Argument Network).

The author points out the problem of not having any definition of a clear and global semantics for agent communication in the context of open and interoperable multi-agent systems.

This research is a continuation of the previous works of (Bentahar, Moulin and Chaib-draa 2003; 2004b).

In addition to proposing a unified framework for pragmatic and semantic issues, this work presents two results: 1) it semantically establishes the link between social commitments and arguments; 2) it uses both a temporal logic (CTL* with some additions) and a dynamic logic (DL) to define a complete and unambiguous semantics.

The authors claimed that their semantics makes it possible to represent the dynamics of agent communication. It also allows us to establish the important link between social commitments as a deontic concept and arguments.

Possible future work for this research would be to define flexible protocols based on dialogue games and specified by the proposed semantics. Also using model checking techniques automatic verification of the protocols could be done whether the protocols satisfy the semantic properties.

Later this work is referred by 4 researches. Some of those involve Yolum and Pasquier among the pioneers in this field.

14. Flores, R. Pasquier, P., and Chaib-draa, B. (2004).  Conversational Semantics with Social Commitments. In F. Dignum, R. van Eijk, and M. Huget, editors, Developments in Agent-communication, LNAI. Springer Verlag.

Keywords: Conversation, Commitments, Social Commitment, Multiagent-communication, Agent-communication Language, Multiagent Coordination.

The authors found the existing approach to define the semantics of messages to be problematic because it is impossible for agents to verify that whether uttered messages comply with their semantic definitions without checking their sincerity conditions, and the disassociation between message definitions and their use in conversations. 

The authors conceptualized their idea based on (Clark 1996).

In the study of language there are two types of complementary meaning for any message: “speaker’s meaning”, based on the intent of the communication and “signal meaning”, which views messages as coordinating devices that help advancing joint activities. Conceptualizing on the latter meaning, the authors proposed an approach to define the conversational semantics of messages, i.e., the meaning that messages could have according to their use in conversations. The proposed model has the meaning of messages incrementally defined based on the following four levels: compositional level, conversational level, commitment state level and joint activity level.

The authors claimed that their model views the meaning of messages as coordinating devices advancing conversations that advance the state of social commitments and the state of the activities in which agents participate. The authors explored the feasibility of pfp (protocol for proposals) messages to describe signal meaning given their support for building flexible and modular conversation protocols.

Later this work is referred by 7 researches. Some of those involve Fornara, Vigano, and Colombetti etc. among the pioneers in this field.

15. Verdicchio, M. and Colombetti, M. (2003). A logical model of social commitment for agent-communication. In AAMAS ’03: Proceedings of the second international joint conference on Autonomous agents and multiagent systems, pages 528–535, New York, NY, USA. ACM Press.

Keywords: Agent-communication Language, Social Commitments, Multiagent Systems, ALC Semantics,  

The authors pointed out the problem of not having any general agreement on the definition of ACL semantics though there are many efforts are devoted to the definition of a standard Agent Communication Language (ACL).

The authors proposed a logical framework for the definition of ACL semantics based upon the concept of social commitment. Also the authors have proposed formal definitions of such actions in the context of a temporal logic that extends CTL* with past-directed temporal operators. The proposed system is called CTL±, where time is assumed to be discrete, with no start or end point, and branching in the future. CTL± is then extended to represent actions and commitments.

The authors formally define the conditions under which a commitment is fulfilled or violated and show how their logic of commitment can be used to define the semantics of an ACL. They claim that their model allows proving some properties of commitment, expressed by valid formulae of proposed Semantic Language.

Among the future works few of them could be, a development of sound and complete formal system for CTL±, also it might be worthwhile to embed our logic of commitment in a richer language, possibly based on some version of dynamic logic and the proposed model of commitment can easily be translated into the conceptual toolkit and jargon of software designers. More precisely, commitments may be viewed as instances of a “commitment class,” whose instance variables contain: a reference to the commitment-inducing event (a message exchange), two references to agents (the debtor and the creditor), and an abstract representation of a CL sentence.

Later this work is referred by 41 researches. Some of those involve Mallya, Yolum, Singh, Viroli and Ricci etc. among the pioneers in this field.

16. Oliveira, M. D., Purvis, M., Cranefield, S., and Nowostawski, M. (2004). Institutions and commitments in open multi-agent systems. In IAT ’04: Proceedings of the Intelligent Agent Technology, IEEE/WIC/ACM International Conference on (IAT’04), pages 500–503, Washington, DC, USA. IEEE Computer Society.

Keywords: Institutions, Commitments, Open Multiagent Systems (OMAS), Agent-communication Language, Multiagent Architecture.

The authors pointed out that the existing efforts to build an abstract architecture to model the development of agent framework do not have mechanisms for managing complex diachronic interactions. And also there is not enough support to efficiently organize conversations in OMAS. The authors figured out the problem of ongoing development with FIPA ACL and KQML because of their approach of to be used generically and independent of the specific context.

This paper presents a distributed model to organize agent interoperations, using institutions as the main management element, and commitments between agents as a way to model interactions among agents and promote organized multi-agent societies.

The authors present an approach for the use of institutions and commitments to organize OMAS in social structures based on roles. They introduce few constraints and rules of interactions among the agents in an institutional context. Later they have exemplified their model using an example scenario of open market consisting of buyers and sellers agents.

Possible future work would be to test this model under large-scale and practical conditions and to measure whether the performance is compromised implementing it.

17. Colombetti, M. and Verdicchio, M. (2002). An analysis of agent speech acts as institutional actions. In AAMAS ’02: Proceedings of the first international joint conference on Autonomous agents and multiagent systems, pages 1157–1164, New York, NY, USA. ACM Press.

Keywords: Agent-communication Language, Speech Act, Action, Commitment, Multiagent Systems.

The authors have pointed out that the process of communicating the agents in existing ACLs based on speech acts to be problematic. In those traditional approaches fail to distinguish “physical” or “natural” actions and speech acts in a principled way. This failure gives rise to confusion to what it means when an agent performs a speech act. And this confusion further hinders the development of ACLs.

The authors analyzed the concept of speech act, and point out the main differences between speech acts, conceived as a special category of “institutional” actions, and natural actions by proposing some new definitions of some existing concepts. 

According to the basis of their analysis, they conclude that speech acts should be modeled in terms of the specific social effects brought about by their performance.

The most important future work would be to incorporate the development of a full-fledged theory of causation as without it any theory of action remains incomplete.

Later this work is referred by 25 researches. Some of those involve Fornara, Colombetti, McBurney, Parsons and Verdicchio etc. among the pioneers in this field.

18. Colombetti, M. A. (2000). Commitment-based Approach to Agent Speech Acts and Conversations. Fourth International Conference on Autonomous Agents, Workshop on Agent Languages and Conversation Policies, M. Greaves, F. Dignum, J. Bradshaw, and B. Chaib-draa (eds.), pages 21-29, Barcelona, Spain.

Keywords: Agent-communication languages, speech acts, commitment, rationality, normative systems, agent conversations.

The author points out the problem of not having any standards for a formal semantics for ACLs. And there is no clear understanding of the relationship between speech acts and various related entities like agent mental states, conversations, and so on. The author also finds out few problems of “rational interaction model” and “conversational protocols” which are used to carry out coherent conversations and are not practically viable solutions.

The author presents the definition of a new speech-act based ACL, which is named Albatross (Agent language based on a treatment of social semantics). The language has a simple semantics, based on the social notion of commitment, which appears to have remarkable advantages over the more traditional proposals based on mental states.

The author used an extended first order modal language, which he simply calls the logical language to define the semantics of Albatross. The author also used “precommitments” that allows simple treatment of directive speech acts and conversational rules. Along with four speech acts, namely, “declaration”, “assertives”, “commissives” and “directives” followed from (Searle 1975) the author introduced more complex speech acts like, “accept”, “reject”, “contract”, “yes/no questions”, “wh-questions”  and “proposals”. The author introduced the concept o “violation” along with “conditional commitments”, through which connection between semantics of speech and world of individual rationality can be realized. To eliminate the problems with traditional approaches to carry out coherent conversation the author proposes the following standpoints:

1)
The semantics of messages should be independent of the structure of conversations, and completely defined at the level of speech acts.

2)
The structure of well-formed conversations should be derived from general conversational principles.

3)
Conversational protocols are specific implementations of general conversational principles.

The author claims that his approach based on commitments is preferable commitments, contrary to mental states, are objective and public. They do not need to be reconstructed and attributed to other agents through inference processes, and can be recorded in a public store for further reference. A second advantage is that commitments provide for a principled way to connect speech acts to the internal world of individual rationality and to the external world of conversational protocols. Moreover, they allow for a natural treatment of the legal consequences of speech acts, which is especially important for certain kinds of agents, like those involved in electronic commerce.

Among the possible future works some of them would be, to bring this proposed model to completion and to bring it down to implementation level and to do lots of experiments with it.

Later this work is referred by 54 researches. Some of those involve Fornara, Colombetti, Chaib-draa, Yolum and Singh etc. among the pioneers in this field.

19. Yolum, P. and Singh, M. P. (2002). Flexible protocol specification and execution: applying event calculus planning using commitments. In AAMAS ’02: Proceedings of the first international joint conference on Autonomous agents and multiagent systems, pages 527–534, New York, NY, USA. ACM Press.

Keywords: Agent-communication Languages and Protocols; Methodologies And Tools; Commitments, Protocol Specification and Execution, DAI

The authors stated the problem of traditional approaches (protocol specifications using FSMs or Petri Nets) for protocol designing is that they limit the flexibility of the agents in executing the protocols because modeling is done in terms of action sequences.

The authors have developed an approach for specifying protocols in which it is possible capture the content of the actions through agents' commitments to one another. 

They formalized commitments in a variant of the event calculus. The authors provided operations and reasoning rules to capture the evolution of commitments through the agents' actions. Using these rules, in addition to the basic event calculus axioms, enables agents to reason about their actions explicitly to flexibly accommodate the exceptions and opportunities that arise at run time. This reasoning is implemented using an event calculus planner called abduction that helps to determine flexible execution paths that respect the protocol specifications.

Later this work is referred by 88 researches. Some of those involve Fornara, Colombetti, Chaib-draa, Verdicchio, Sergot, Pitt, Yolum and Singh etc. among the pioneers in this field.

20. Yolum, P. (2004). Correctness requirements for multiagent commitment protocols. In Dignum, F. and Greaves, M., editors, Computer and Information Sciences - ISCIS 2004, pages 955–965. Springer-Verlag: Heidelberg, Germany.

Keywords: Agent-communication Languages and Protocols; Methodologies And Tools; Commitments, Protocol Specification and Execution, DAI

The author stated the problem of traditional approaches (protocol specifications using FSMs or Petri Nets) for protocol designing is that they limit the flexibility of the agents in executing the protocols because modeling is done in terms of action sequences.

The author analyzed and formalized various design requirements for correct commitment protocols and draw relations among them. The main contribution of this analysis is that it allows protocol designers to develop correct protocols by signaling possible errors and inconsistencies that can possibly arise at run time. Since the requirements are formal, they can be incorporated in a software tool to automate the design and specification of commitment protocols.

Possible future work would be to find out other design requirements for example avoiding deadlock for commitment protocols.
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