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ABSTRACT
With the rapid growth of the Internet and its related network infrastructure, timely detection of intrusions and appropriate responses have become extremely important. A security breach can cause mission-critical systems to be unavailable to end users causing millions of dollars worth of damage. If the next generation of the Internet and network technology is to operate successfully, it will require a set of tools to analyze the networks and detect and prevent intrusions. The Dempster-Shafer theory provides a new method to analyze data from multiple nodes to estimate the likelihood of an intrusion. The theory’s rule of combination gives a numerical method to fuse multiple pieces of information to derive a conclusion. This paper presents a comprehensive survey of the research contributions made by the people working on this problem together with the directions they provide for future work. 
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1. INTRODUCTION
The Theory of Evidence is a branch of mathematics that is concerned with combining evidence to calculate the probability of an event. The Dempster-Shafer theory (D-S theory) is a theory of evidence used to combine separate pieces of evidence to calculate the probability of an event. The Dempster-Shafer theory was introduced in the 1960’s by Arthur Dempster [1968] and developed in the 1970’s by Glenn Shafer [1976]. According to Glen Shafer the D-S theory is a generalization of the Bayesian theory of subjective probability.
     The Dempster-Shafer theory can be viewed as a method for reasoning under epistemic uncertainty. Reasoning under epistemic uncertainty refers to logically arriving at decisions based on available knowledge. The most important part of this theory is Dempster’s rule of combination which combines evidence from two or more sources to form inferences.

     Research on intrusion detection has been going on for more than two decades. However research on intrusion detection using the D-S theory of evidence only started in the year 2000. The number of papers that discuss intrusion detection using the D-S theory is less than 20 at the time of writing this survey.
     The National Technical University of Athens (NTUA) has been one of the main universities that has been conducting research on intrusion detection using the D-S theory. Three of the leading researchers in this field are also from NTUA. Vasilis Maglaris and Basil Maglaris of NTUA have both published two papers on multi sensor data fusion for Denial of Service (DoS) detection using the D-S theory of evidence. Christos Siaterlis of NTUA is the only researcher so far to publish three papers on intrusion detection using the D-S theory. Researchers from the Florida International University (FIU) have also been involved in research related to D-S theory and intrusion detection. Two of their researchers, Te-Shun Chou and Kang K. Yen have also published two papers each in the area.  No other researcher in this field has published more than one paper. Given these statistics, it is evident that the field is still in its infancy and much more research is required to take the field to greater heights.
     This survey covers the work done in intrusion detection using the D-S theory of evidence. All of the papers that were chosen to be annotated for this survey have been published in or after year 2000. The most cited papers from all the papers surveyed were [Dempster 1968], [Shaffer 1976], [Hall 1992], [Bass 2000], and [Siaterlis and Maglaris 2004]. The first two papers in this list, [Dempster 1968] and [Shafer 1976], were the original work done by Dempster and Shafer which introduced the Dempster-Shafer theory. Hall [1992] was a book published by Artech House which discussed mathematical techniques used in multisensor data fusion. Since the publication of the first edition of this groundbreaking book, advances in algorithms, logic, and software tools have transformed the field of data fusion. The 2nd edition of this book was published in 2004. Though this book does not discuss D-S theory and intrusion detection, it is an extremely useful book to understand the techniques used in data fusion which is extensively used in intrusion detection using the D-S theory. It appears that all the annotated papers were published after Bass [2000] published his landmark paper “Intrusion detection systems and multisensory data fusion”. Apart from Bass’s milestone paper, Siaterlis and Maglaris [2004], Chen and Aickelin [2006], Yu and Frincke [2005] are also identified as milestone papers. The references also contain two PhD theses and one Master’s thesis. The PhD theses were by Chou [2007] and Yu [2006]. The Master’s thesis was by Venkataramanan [2005]. All of the thesis authors has at least one annotation for a related different paper.
2. DEFINITIONS
2.1 The Frame of Discernment (Θ)


A complete (exhaustive) set describing all of the sets in the hypothesis space. 
Generally, the 
frame is denoted as Θ. The elements in the frame must be mutually 
exclusive. If the number of the elements in the set is n, then the power set (set of 
all subsets of (Θ) will have 2n elements.

2.2 BPA (Basic Probability Assignment)

The theory of evidence assigns a belief mass to each subset of the power set. It is 
a positive number between 0 and 1. It exists in the form of a probability value. 


If Θ is the frame of discernment, then a function


m: 2Θ
( [0, 1] is called a bpa, whenever


m (∅) = 0 and


Σ m (A) = 1 and


A ⊆ Θ
2.3 Belief (Bel)

Given a frame of discernment Θ and a body of empirical evidence {m(B1), 
m(B2), m(B3)….}, the belief committed to A ε Θ is


Bel (A) = Σ m(Bi)




     B ⊆ A

Also, Bel (Θ) = 1



2.4 Plausibility Function (Pl)

The plausibility (Pl) is the sum of all the masses of the sets B that intersect the 
set of interest A: 


Pl (A) = Σ m (Bi) ,  B | B ⋂ A ≠ ∅
2.5 Belief Range 

The interval [ Bel (A), Pl(A) ] is called the belief range.


Plausibility (Pl) and Belief (Bel) are related as follows


Pl (A) = 1 – Bel (Ᾱ)
2.6 Dempster 's Combination Rule

The combination called the joint mass (m12) is calculated from the two sets of 
masses m1 and m2.



B ⋂ C = A, Σ m1(B) m2(C) 

 m12 (A) =    -----------------------------------------


       
1 - [B ⋂ C = ∅, Σ m1(B) m2(C)]

m1(B) and m2(C) are evidence supporting hypothesis B and C respectively as 
observed by m1 and m2


3. THE CHALLENGE OF INTRUSION DETECTION 
Finding an accurate attack signature is extremely challenging even if we know the network is under attack. This is because the signature needs to be narrow enough to differentiate between normal legitimate traffic and attack traffic. Good intrusion detection is completely dependent on this property. If the attack signature is not accurate it will cause “False Positives” and “False Negatives”. If the intrusion detection system gives too many false positives, that would mean that the security person who is responsible for checking the alerts and tracing them would waste a lot of time on false positives. On the other hand, if the intrusion detection system does not give an alert when there is an actual attack that would be bad as this means that the security person is unaware that his or her system is under attack. So, the goal of a good intrusion detection system is to lower the false positive rate and the false negative rate.
4. THEORY OF EVIDENCE AND DEMPSTER-SHAFER THEORY IN DATA FUSION
According to Siaterlis and Maglaris [2004] “data fusion is a process performed on multisource data towards detection, association, correlation, estimation and combination of several data streams into one with a higher level of abstraction and greater meaningfulness.” According to them, this process of collecting information from multiple and possibly heterogeneous sources and combining them leads to more descriptive, intuitive and meaningful results. According to Bass [2000], multi sensor data fusion is a relatively new discipline that is used to combine data from multiple and diverse sensors and sources in order to make inferences about events, activities and situations. Bass [2000] states that this process can be compared to the human cognitive process where the brain fuses sensory information from various sensory organs to evaluate situations, make decisions and to direct specific actions. Bass[2000] and Siaterlis and Maglaris [2004 and 2005] give several examples of systems that use data fusion in the real world. Bass [2000] claims data fusion is widely used in military applications such as battlefield surveillance and tactical situation assessment and in commercial applications such as robotics, manufacturing, remote sensing, and medical diagnosis. Siaterlis and Maglaris [2004 and 2005] provide military systems for threat assessment and weather forecast systems as examples of such systems currently in use today. 
     The Theory of Evidence is a branch of mathematics that concerns with the combination of evidence to calculate the probability of an event. The Dempster-Shafer theory (D-S theory) is a theory of evidence used to combine separate pieces of evidence to calculate the probability of an event. According to Chen and Aickelin [2006], the Dempster-Shafer theory was introduced in the 1960’s by Arthur Dempster and developed in the 1970’s by Glenn Shafer. They view the theory as a mechanism for reasoning under epistemic uncertainty. They also stated that the part of the D-S theory which is of direct relevance to anomaly detection is the Dempster’s rule of combination. According to Siaterlis et al. [2003] D-S theory can be considered as an extension of Bayesian inference. According to Shafer [2002] “the Dempster-Shafer theory is based on two ideas: the idea of obtaining degrees of belief for one question from subjective probabilities for a related question, and Dempster's rule for combining such degrees of belief when they are based on independent items of evidence.”
     According to Chen and Aickelin [2006], the Dempster-Shafer theory is a combination of a theory of evidence and probable reasoning, to deduce a belief that an event has occurred. They state that the D-S theory updates and combines individual beliefs to give a belief of an event occurring in the system as a whole. According to Chen and Venkataramanan [2005], in previous approaches data was combined using simplistic combination techniques such as averaging or voting. They further stated that a distributed intrusion detection system combines data from multiple nodes to estimate the likelihood of an attack, yet fails to take into consideration the fact that the observing nodes might be compromised. Dempster-Shafer theory takes this uncertainty into account when making the calculations. 

5. DATA USED IN EXPERIMENTS 
The scientists who have conducted experiments using the Dempster-Shafer theory have utilized various datasets in their research. The DARPA DDoS intrusion detection evaluation datasets are a popular choice among many intrusion detection system (IDS) testers. It is no different when it came to testing the Dempster-Shafer IDS models. Yu and Frincke [2005] used the DARPA 2000 DDoS intrusion detection evaluation dataset to test their model. Chou et al. [2007 and 2008] used the DARPA KDD99 intrusion detection evaluation dataset. The KDD99 dataset can be found at http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html. 
     According to Chou et al. [2007], the DARPA KDD99 data set is made up of a large number of network traffic connections and each connection is represented with 41 features. Further, each connection had a label of either normal or the attack type. They stated that the data set contained 39 attack types which fall into four main categories. They are, Denial of Service (DoS), Probe, User to Root (U2R), and Remote to Local (R2L). The authors have reduced the size of the original data set by removing duplicate connections. They further modified the data set by replacing features represented by symbolic values and class labels by numeric values. Also, they normalized values of each feature to between 0 and 1 in order to offer equal importance among features. The 1998 DARPA intrusion detection evaluation data set was used by Katar [2006] for his experiments. 
     Chen and Aickelin [2006] used the Wisconsin Breast cancer dataset and the Iris data set [Asuncion and Newman 2007] of the University of California, Irvine (UCI) machine learning repository for their research. Some authors chose to generate their own data for the attacks and background traffic. For example, Siaterlis et al. [2003] used background traffic generated from more than 4000 computers in the National Technical University of Athens (NTUA) for their experiment.
6. FRAME OF DISCERNMENT
When using Dempster-Shafer’s theory of evidence, defining the frame of discernment is of great importance. Most of the authors referred in this survey did not explicitly mention their frame of discernment. Some of them did not mention a frame of discernment at all. It could be argued that this is a major weakness of those particular papers. 
     Wang et al. [2004] defined their frame of discernment to be Stealthy Probe [Paulauskas and Garsva 2006], DDoS [Rogers 2004], Worm [http://en.wikipedia.org/wiki/Computer_worm], LUR (Local to User, User to Root) [Paulauskas and Garsva 2006], and Unknown. According to the authors, ‘Unknown’ is defined into the frame of discernment because abrupt increases of network traffic could be a result of a DDoS or a worm spreading or LUR or a Probe attack. The authors argue that in this situation, the host agent information will help to make the final decision as to what attack it was.      Siaterlis et al. [2003] and Siaterlis and Maglaris [2004 and 2005] defined their frame of discernment to be 
1. Normal
2. SYN-flood [http://en.wikipedia.org/wiki/SYN_flood]
3. UDP-flood [http://en.wikipedia.org/wiki/UDP_flood_attack]
4. ICMP-flood [http://en.wikipedia.org/wiki/Ping_flood]
     According to the authors, these states are based on a flooding attack categorization of the DDoS tools [Mirkovic et al. 2001] that were in use at the time they wrote their paper. Hu et al. [2006] defined their frame of discernment to be normal, TCP, UDP, and ICMP. Hu et al. [2006] were concerned with flooding attacks in their research. Chatzigiannakis et al. [2007] defined four states for the network. They are Normal, SYN-attack, ICMP-flood, and UDP-flood. These states are quite similar to what Siaterlis and Maglaris [2004 and 2005] defined for their frame of discernment. Further, Siaterlis and Maglaris [2004] and Chatzigiannakis et al. [2007] conducted their research at the National Technical University of Athens (NTUA).
7. APPLICATION OF D-S IN ANOMALY DETECTION
Anomaly detection systems work by trying to identify anomalies in an environment. In other words an anomaly detection system looks for what is not normal in order to detect whether an attack has occurred. According to Chen and Aickelin [2006] the problem with this approach is that user behavior changes over time and previously unseen behavior occurs for legitimate reasons which leads to generation of false positives in the system. The authors say that this can lead to a sufficiently large number of false positives forcing the administrator to ignore the alerts or disable the system.
     According to Katar [2006], the majority of intrusion detection systems are based on a single algorithm that is designed to either model the normal behavior patterns or attack signatures in network data traffic. Therefore, these systems do not provide adequate alarm capability which reduces high false positive and false negative rates. Katar goes on to say that the majority of the commercial intrusion detection systems are misuse (signature) detection systems. Also, he says that in the last decade anomaly detection systems have come along to circumvent the shortcomings of misuse detection systems. According to Katar, “the majority of these works adopt a single algorithm either for modeling normal behavior patterns and/or attack signatures which ensures a lower detection rate and increases false negative rate.”

7.1 Experiments of Yu and Frincke

Yu and Frincke [2005] state that modern intrusion detection systems often use alerts from different sources to determine how to respond to an attack. According to the authors, alerts from different sources should not be treated equally. They argue that information provided by remote sensors and analyzers should be considered less trustworthy than that provided by local sensors and analyzers. They also state that identical sensors and analyzers installed at different locations may have different detection capabilities because the raw events captured by these sensors are different. Further, different kinds of sensors and analyzers which detect the same type of attack may do so with a different level of accuracy. The authors proposed to improve and assess alert accuracy by incorporating an algorithm based on the exponentially weighted Dempster-Shafer theory of evidence to solve this problem. 

     In their research the authors addressed the fact that all observers cannot be trusted equally and a given observer may have different effectiveness in identifying individual misuse types by extending the D-S theory to incorporate a weighted view of evidence. For this purpose they proposed a modified D-S combination rule. According to the authors, in their system they estimated the weights based on the Maximum Entropy principle [Berger et al. 1996; Rosenfeld 1996) and the Minimum Mean Square Error (MMSE) criteria.

     Yu and Frincke [2005] performed experiments using two DARPA 2000 DDoS intrusion detection evaluation data sets. According to the authors, both datasets include network data from both the demilitarized zone (DMZ) and the inside part of the evaluation network. They stated that they used RealSecure Network Sensor 6.0 with maximum coverage policy in their experiments. They have first trained the Hidden Colored Petri Net (HCPN) [Yu and Frincke 2004] based alert core relators as in Yu and Frincke [2004] and then trained the confidence fusion weights based on the outputs from the alert core relators. 

     Experimental results showed that the number of alerts and false positive rate is dramatically reduced by using HCPN-based alert analysis component. The authors stated that the extended D-S further increases the detection rate while keeping false positive rate low. They also pointed out that when using the basic D-S combination algorithm, the detection rate decreases relatively to the extended D-S. According to them, the extended D-S algorithm provides 30% more accuracy.

     The authors claim that their “alert confidence fusion model can potentially resolve contradictory information reported by different analyzers, and further improve the detection rate and reduce the false positive rate.” They state that their approach has the ability to quantify relative confidence in different alerts.
7.2 Experiments of Chen and Aickelin
Chen and Aickelin [2006] have constructed a Dempster-Shafer based anomaly detection system using the Java 2 platform. First they use the Wisconsin Breast Cancer Dataset (WBCD) to perform an experiment. According to the authors, the WBCD is used for two reasons. One reason is that they can compare the performance of other algorithms to their approach. The other is to “investigate if it is possible to achieve good results by combining multiple features using D-S, without excessive manual intervention or domain knowledge-based parameter tuning.” Secondly, Chen and Aickelin [2006] used the Iris plant dataset [Asuncion and Newman 2007] for their experiments. According to the authors the Iris dataset was chosen because it contains fewer features and more classes than the WBCD. By using this they can confirm whether D-S can work on problems with fewer features and more classes. Thirdly, they conducted an experiment using an e-mail dataset which was created using a week’s worth of e-mails (90 e-mails) from a user’s sent box with outgoing e-mails (42 e-mails) sent by a computer infected with the netsky-d worm. The aim of the experiment was to detect the 42 infected e-mails. They used D-S to combine features of the e-mails to detect the worm infected e-mails.

     Their anomaly detection system utilizes a training process to derive thresholds from the training data, and classifies an event as normal or abnormal. According to Chen and Aickelin [2006], the basic probability assignment (bpa) functions are made based on these thresholds to assign mass values. In their experiments, first they process data from various sources and send them to corresponding bpa functions. Then, mass values for each hypothesis are generated by these functions which are then sent to the D-S combination component. The D-S combination component combines all mass values using Dempster’s rule of combination and generates the overall mass values for each hypothesis.
     The authors claim that their experimental results show that they were able to successfully classify a standard dataset by combining multiple features for WBCD using the D-S method. According to the authors, the experimental results with the Iris dataset [Asuncion and Newman 2007] show that D-S can be used for problems with more than two classes, with fewer features. They also claim that experiments with the e-mail dataset show that D-S method works successfully for anomaly detection by combining beliefs from multiple sources.

     The authors claim that combining features using D-S improves accuracy. Also, they claim that a few badly chosen features do not negatively influence the results, as long as most of the chosen features are suitable. Therefore they stated that D-S is ideal for solving real-world intrusion detection problems. Also, they claim that the results of the Iris dataset prove that D-S can be used for problems with more than two classes, with fewer features. By successfully detecting e-mail worms through experiments, they claim that the D-S method works successfully for anomaly detection by combining multiple sources.

     The authors concluded that based on their results, D-S can be a good method for network security problems with multiple features (various data sources) and two or more classes.  They also stated that the initial feature selection influences overall performance as with any other classification algorithm. Further, the D-S approach works in cases where some feature values are missing which they say is very likely to happen in real world network security scenarios. 
7.3 Experiments of Chatzigiannakis et al

Chatzigiannakis et al [2007] conducted their experiments at NTUA. They addressed the problem of discovering anomalies in a large-scale network based on the data fusion of heterogeneous monitors. The authors built their work partially on the data fusion algorithms presented by Hall [1992]. 

     They monitored the link between National Technical University of Athens (NTUA) and the Greek Research and Technology Network (GRNET) which connects the university with the Internet. The authors claim that this link has an average traffic of 700-800 Mbits/sec and that it contains a rich network traffic mix that consists of standard web traffic, mail, FTP and p2p traffic. 

     According to the authors, two anomaly detection techniques, namely Dempster-Shafer and Multi-Metric-Multi-Link (M3L), were evaluated and compared under various attack scenarios. The authors performed a SYN-attack from GRNET using the TFN2K DoS tool on the target which was in the NTUA network. The attack was done by sending IP spoofed TCP SYN packets. According to the authors ICMP-flood and UDP-flood attacks were injected manually into the network traces of the collected data.
     The D-S algorithm correctly detected an ICMP flood when attack packets correspond to 5% of the background traffic. For a SYN attack, when attack packets correspond to 2% of background traffic, the D-S algorithm erroneously concluded that the network is normal. However, their research showed that when attack packets correspond to 20% of background traffic, the D-S algorithms correctly detects the SYN attack state. When attack packets correspond to 20% of total traffic in an ICMP flood attack, the M3L algorithm fails to detect the attack. According to the authors M3L fails to detect the attack because the selection of metrics is inappropriate (metrics utilized are uncorrelated) so the algorithm fails to create a precise model of the network. For a SYN attack which consists of packets corresponding to 2% of background traffic, the M3L algorithm correctly detects the attack.
     According to the authors, the differences in the performance of the algorithms lie in the correlation of the metrics used. They stated that the D-S theory of evidence performs well on the detection of attacks that can be sensed by uncorrelated metrics. The explanation they give for this is that it is because the D-S theory requires the evidence originating from different sensors to be independent. According to the authors, M3L requires the metrics fed into the fusion algorithm present some degree of correlation. “The method models traffic patterns and interrelations by extracting the eigenvectors from the correlation matrix of a sample data set. If there is no correlation among the utilized metrics then the model is not efficient.”  The authors stated that “Metrics such as TCP SYN packets, TCP FIN packets, TCP in flows and TCP out flows are highly correlated and should be utilized in M3L, whereas the combination of UDP in/out packets, ICMP in/out packets, TCP in/out packets are uncorrelated and should be used in D-S.” According to the authors, “attacks that involve alteration in the percentage of UDP packets in traffic composition such as UDP flooding are better detected by the D-S method.” Further, “attacks such as SYN attacks, worms spreading, port scanning which affect the proportion of correlated metrics such as TCP in/out, SYN/FIN packets and TCP in/out flows are better detected with M3L.” Also, the authors derive an important result from their study and numerical results. That is, the conditions under which the two algorithms operate efficiently are complementary, and therefore could be used effectively in an integrated way to detect a wide range of possible attacks.

The major contributions of the papers discussed in this section are summarized below in Table 7.1.

	Year
	Paper
	Major Contribution

	2005
	Alert confidence fusion in intrusion detection systems with extended Dempster-Shafer theory.
[Yu and Frincke]
	Showed how to improve and assess alert accuracy by incorporating an algorithm based on the exponentially weighted Dempster-Shafer theory of Evidence. This was the first time the extended D-S was used in intrusion detection.
Showed through experiments that extended D-S is 30% more accurate when it comes to detection accuracy than the basic D-S.

	2006
	Dempster-Shafer for Anomaly Detection.
[Chen and Aickelin]
	Showed by experiments that one is able to successfully classify a standard dataset by combining multiple features for the WBCD using the D-S method.
Showed through experiments with the Iris dataset that D-S can be used for problems with more than two classes, with fewer features.

Showed through experiments with the e-mail dataset that D-S method works successfully for anomaly detection by combining beliefs from multiple sources.



	Year
	Paper
	Major Contribution

	2007
	Data fusion algorithms for network anomaly detection: classification and evaluation.
[Chatzigiannakis et al]
	Compared two anomaly detection techniques, Dempster-Shafer and Multi-Metric-Link (M3L) under various attack scenarios.
Showed that M3L fails to detect attacks whose metrics utilized are uncorrelated which cause the algorithm not to create a precise model of the network.

Showed that D-S theory of evidence performs well on the detection of attacks that can be sensed by uncorrelated metrics.
Showed that the conditions under which the two algorithms operate efficiently are complementary, which makes it better to use them in an integrated environment.







Table 7.1
8. APPLICATION OF D-S TO DETECT DoS AND DDoS ATTACKS
A denial of service (DoS) attack or a distributed denial of service attack (DDoS) is an attempt to make computer resources unavailable to the intended users. According to Siaterlis and Maglaris [2004] The Internet can be compared to an essential utility such as electricity or telephone access. They say that even a short downtime of the Internet could cause grave financial damage. According to Siaterlis and Maglaris DDoS is one of the main reasons for internet cutoffs. Siaterlis and Maglaris provide several examples to prove their reasoning including a DDoS attack against one of the largest anti-spam black-list companies, and another DDoS against the “Al-Jazeera” news network and another against the root name servers. According to the authors, in a DoS attack, the bandwidth is already being consumed near the victim. Therefore, techniques such as firewall filtering, rate limiting, route blackholes, are not effective countermeasures for such an attack. They argue that IP traceback and IP pushback, are ineffective (to move the countermeasure near the source of the attack) because automated large scale cooperation is difficult in a diverse networked world like the Internet. Other techniques such as Ingress filtering, RPF filtering, are only helpful to discourage the attacker because they make the traceback easier. They argued that the only reliable solution to DoS mitigation is to have a solid DoS detection mechanism. According to the authors, the custom detection methods that are being used by network engineers are weak as they utilize thresholds on single metrics. Therefore, the authors utilize a data fusion algorithm based on the “Theory of Evidence” to combine output of several sensors to detect attempted DoS attacks.
8.1 Experiments of Siaterlis et al. [2003] and Siaterlis and Maglaris [2004 and 2005]
Various experiments have taken place which applies D-S theory to detect DoS and DDoS attacks. Some of the major research in this area has taken place at the National Technical University of Athens (NTUA). Siaterlis et al [2003], Siaterlis and Maglaris [2004] and Chatzigiannakis et al [2007] have conducted their experiments related to DoS attacks and D-S theory at NTUA. Vasilis Maglaris and Basil Maglaris of NTUA have both published two papers on multi sensor data fusion for Denial of Service (DoS) detection using the D-S theory of evidence. Christos Siaterlis of NTUA is the only researcher so far to publish three papers on intrusion detection using the D-S theory.

     Siaterlis et al. [2003], address the problem of detecting distributed denial of service attacks (DDoS) “on high bandwidth links that can sustain the flooded packets without severe congestion.” According to the authors, DDoS attacks have been the focus of the research community in the last few years but still remain an open problem. They stated that many DDoS prevention techniques like Ingress and RPF filtering have been proposed in the literature and implemented by router vendors but they were not able to lessen the problem. The authors say that when they refer to DDoS they refer to packet  flooding attacks and not logical DoS attacks that exploit application vulnerabilities. Also, they do not require the attackers to be truly distributed in the network topology in their DoS attacks. Their research consists of developing a framework for DDoS detection engine using Dempster-Shafer’s Theory of Evidence. The authors state that their architecture is made up of several distributed and collaborating sensors which share their beliefs about the network’s true state. By the “true state” of the network, they mean whether the network is under attack or not. The authors view the “network as a system with stochastic behavior without assuming any underlying functional model.” The attempt to determine the unknown system state is based on knowledge reported by sensors that may have acquired their evidence based on totally different criteria. According to the authors “possible sources of information could be signature-based IDS, DDoS detection programs, SNMP-based network monitoring systems, active measurements or network accounting systems like Cisco’s Netflow.” Information about Cisco’s Netflow can be found at http://www.cisco.com/go/netflow. The authors state that their detection principle differs from many of the existing detection techniques, which are focused on a single metric, by trying to combine the reports of various network sensors.

     Siaterlis et al. [2003] built a prototype for a DDoS detection engine that uses the Dempster-Shafer theory of Evidence for their experiment. According to the authors this “might aid network administrators to monitor their network more efficiently and with small set up cost.” They evaluate the D-S detection engine prototype in the National Technical University of Athens (NTUA). According to the authors, related experiments were carried out over several days during regular business hours with background traffic generated from more than 4000 computers in the campus. The authors hosted the victim inside the campus network while the attacker was outside the campus network. The attacker was connected to a fast Ethernet interface to simulate the aggregation of traffic from several attacking hosts. The authors claimed that their DDoS detection engine can maintain a low false positive alarm rate with a reasonable effort from the network administrator. According to the authors, DDoS attacks such as SYN attacks are targeted towards specific services such as OS resource consumption and the other attacks base their success on the sheer volume of traffic, thus consuming the available bandwidth.
     In 2005, Christos Siaterlis published another paper with Vasilis Maglaris that extended the work from Siaterlis and Maglaris [2004]. According to the authors, the 2005 paper discussed how to automate the process of tuning their sensors while taking advantage of expert knowledge. Also, they discussed the combination of different metrics to enhance detection performance compared to the use of a single metric. Further they compared the D-S approach with the use of an Artificial Neural Network (ANN) when it comes to data fusion.

     Unlike in the previous two papers, Siaterlis and Maglaris [2005] go into much more detail as to how their system operates. They state that their customized Netflow collector gathers flows that are exported by the router and calculates the number of flows with lifetime shorter than 10ms according to the flow generation rate. According to the authors, this metric does not give an indication of the exact attack type, it is a good indication of a spoofed or a highly-distributed attack.

     The authors stated that in the early stages of their work, the sensors were required to be manually configured to express beliefs about the network state by translating the measurements to basic probability assignments (bpa). Later on, they used a supervised learning approach and inserted a neural network at the sensor level to ease the administrator from having to configure the sensor manually. 


     The bpa’s are then transferred to the D-S engine. The D-S engine then fused the information using Dempster’s rule of combination to calculate the belief intervals for each member of the frame of discernment. Then, the attacks are detected by the output of the belief of individual attack states. 

     The authors have compared their data fusion approach to the Artificial Neural Network (ANN) data fusion approach. They state “If we feed the detection metrics directly into an ANN, like the feed-forward multi layer perceptron (MLP) network, we can teach it to classify the network state in elements of the same set {NORMAL, SYN-flood, UDP-flood, ICMP-flood}.” They have used the Levenberg-Marquardt back propagation algorithm [Hagan and Menhaj 1994] for training because of its speed. Their results have indicated that compared to ANN, D-S produces fewer false positives. Also, they state that apart from the above comparison, in the D-S system they can incorporate human expertise which is an added advantage. What they mean by this was that they can define which attack states each sensor is sensitive to, using their expertise.

     Siaterlis and Maglaris [2005] state that implementing their ideas into an operational network could be a task of significant difficulty, but it may offer many advantages if done successfully. The advantages include:
1. Sensors can provide both supportive and refuting evidence of an attack. Therefore, different sensors can lower or raise the combined belief of an attack state.

2. Each sensor can contribute information at its own level of detail. This enables the use of metrics such as CPU utilization of routers that are not specific to attack type.

3. No need to assume the probability of the network being on a specific state. Just need to express the belief than an observed event supports a state.

4. Multiple data sources can be used to increase the confidence in the estimation.

5. Can incorporate knowledge from sensors that are based on different detection algorithms.

6. Can activate detection algorithms on demand to refine the beliefs.

     Siaterlis and Maglaris also point out that knowledge-based systems can only be as good as the source from which they acquire their knowledge. Also, they state that their system cannot handle multiple simultaneous attacks because mutual exclusivity of system states was assumed.

     The authors conducted more than forty experiments over several days which included running well known DDoS tools like Stacheldraht and TFN2K. According to the authors, the experiments were conducted during business hours and included background traffic from more than 4000 hosts in the university. The attacks were conducted using spoofed IP’s and included SYN-floods, UDP and ICMP attacks. 

     According to Siaterlis et al. [2003], and Siaterlis and Maglaris [2004 and 2005], one of the important results of  their series of experiments is that even if one sensor fails to detect an outgoing attack, combined knowledge gathered from other sensors indicates the increased belief on an attack state clearly. They provide experimental results to support this claim. Also, they state “Our experience with the implemented detection engine showed that it is feasible to adjust the thresholds of our sensors (after a couple of experiments and with the visual aid of the automatically generated graphs) in a way that they will detect attempted flooding attacks successfully without being too sensitive.” 

     The authors state that in their setup, measuring the false positive and false negative rates was very challenging because they were monitoring real network traffic. However, they state that because each of their attacks lasted only a few minutes, the probability of capturing an attack that was not initiated by them was quite small. Siaterlis and Maglaris propose the use of Dempster-Shafer’s Theory of Evidence as the underlying data fusion model for creating a DDoS detection engine. They state that their system’s ability take into consideration the knowledge gathered from totally heterogeneous information sources as one of the main advantages.
8.2 Experiments of Hu et al
According to the Hu et al. [2006], when it comes to implementing network security management, multi-sensor data fusion faces a lot of problems. For example, there is no appropriate physical model to describe a network. They stated that the state transition matrix for a network is hard to acquire and a network’s behavior has not been successfully modeled yet. Also, they state that a physical model such as the Kalman Filter is limited in use and using it to predict traffic is a tradeoff between accuracy and efficiency. Cognitive algorithms have good adaptability but need a lot of training data which they state is hard to capture in a real network. So, in their experiments they have used the D-S theory of evidence to make uncertainty inferences because it does not require state transition matrices or training data. 

     According to the authors, an improved detection engine is introduced in this paper. They also introduced “Detection Uncertainty” to describe the fuzzy problem which cannot be avoided in the detection and merges identity inference and intrusion detection. They constructed the evaluation environment and selected the in/out going traffic ratio and service utilization rate of a certain protocol as the detection metric. Further, they utilized multiple sensors to monitor the network and assign probabilities through a BPAF (Basic Probability Assignment Function). According to the authors the evidence was fused by the combination module to determine the current state of the network and the time distribution curves were fitted accordingly.
     According to the authors, the experiments were carried out in a small scale LAN. They used LibPcap based sensors to poll the network and assign appropriate mass/belief values to the current state of the network. LibPcap is a system-independent interface for user-level packet capture. It can be downloaded from http://sourceforge.net/projects/libpcap/
     The authors state that they put more emphasis on the accuracy of the simulation than doing it in real time. Therefore, they conducted an off-line simulation. They used a MySQL database to store the data (evidence) captured through sensors. MySQL is a popular open source database which can be downloaded from http://www.mysql.com/. An ICMP flooding attack was used to attack the victim. The authors utilized two sensors in the simulation to sample and assign probabilities to the current state of the network.

     The authors state that the experimental results show that the combination of evidence improves the detection accuracy. Also, they stated that “the assignment of basic probability assignments after combination is much more accurate and makes the discernment range smaller. According to the authors, the independence of experimental environment reduces some interference of background flow, and guarantees the effect of the experiment. Although, they admit that this is not the case in reality. 

     The major contributions of the papers discussed in this section are summarized below in Table 8.1.

	Year
	Paper
	Major Contribution

	2003
	A novel approach for a distributed denial of service detection engine
	Built a prototype for a DDoS detection engine that uses the Dempster-Shafer theory of Evidence for their experiment
The authors claim that their DDoS detection engine can maintain a low false positive alarm rate with a reasonable effort from the network administrator.

	2004
	Towards multisensor data fusion for DoS detection
	Show through experiments that even if one sensor fails to detect an outgoing attack, combined knowledge gathered from other sensors indicate the increased belief on an attack state clearly.

	2005
	One step ahead to multisensor data fusion for DDoS detection
	Discusses how to automate the sensor tuning process by taking advantage of expert knowledge.
Discusses the combination of different metrics to enhance detection performance compared to the use of a single metric.

Further they compare the D-S approach with the use of an Artificial Neural Network (ANN) when it comes to data fusion.
Shows by experiments that compared to ANN, D-S produces fewer false positives.

	2006
	Intrusion Detection Engine Based on Dempster-Shafer's Theory of Evidence.
	Shows by experiments that the assignment of basic probability assignments after combination is much more accurate and makes the discernment range smaller.







Table 8.1

9 ADVANTAGES AND DISADVANTAGES OF USING D-S

9.1 Advantages of D-S

The research reviewed in this survey has shown that the use of the D-S theory has certain advantages. Some of the authors have specifically pointed out these advantages.
     According to Siaterlis et al. [2003], and Siaterlis and Maglaris [2004 and 2005], the D-S approach has significant advantages over the Bayesian approach. They state that in contrast to the Bayesian approach where one can only assign probabilities to single elements of the frame of discernment (Θ), the D-S theory can assign probabilities to the states (elements) of the power set of Θ. Another advantage according to the authors is that D-S theory calculates the probability of the evidence supporting a hypothesis rather than calculating the probability of the hypothesis itself unlike the traditional probabilistic approach. Also, they say that D-S theory has a definite advantage in a vague and unknown environment. 
     According to Chen and Venkataramanan [2005] the D-S theory of evidence provides a mathematical way to combine evidence from multiple observers without the need to know about a priori or conditional probabilities as in the Bayesian approach.

     According to Chen and Aickelin [2006], D-S theory is very well suited for anomaly detection because it does not require any priori knowledge. Another advantage of D-S according to Chen and Aickelin is that it can express a value of ignorance, giving information on the uncertainty of a situation. They state that Bayesian inference requires a priori knowledge and does not allow allocating probability to ignorance. So, the authors stated that, in their opinion, Bayesian approach is not always suitable for anomaly detection because prior knowledge may not always be provided. Especially, when the aim of anomaly detection is to discover previously unseen attacks, in which case a system that relies on existing knowledge cannot be used. 
 
     According to Chatzigiannakis et al. [2007] the D-S theory of evidence has a clear advantage in an unknown environment when compared to inference processes like first order logic that assumes complete and consistent knowledge. They also stated that the D-S theory has an advantage when compared to probability theory which requires knowledge in terms of probability distributions.
9.2 Disadvantages of D-S

The research reviewed in this survey has also shown that the use of D-S theory has certain disadvantages. They are mentioned below.

     According to Siaterlis et al. [2003], Siaterlis and Maglaris [2004 and 2005], and Chatzigiannakis et al. [2007] the main disadvantage of the D-S theory is that the assumption it makes that the pieces of evidence is statistically independent from each other. Since sources of information are often linked with some sort of dependence in real life situations, this assumption does not always hold true. Also, in the Siaterlis et al. [2003] framework, they pointed out that the systems inability to detect multiple simultaneous attacks. This was because they assumed a mutually exclusive set of system states.
     According to Chen and Aickelin [2006], D-S has two major problems. One they say is the computational complexity associated with D-S. The other is the conflicting beliefs management. According to Chen and Aickelin the computational complexity of D-S increases exponentially with the number of elements in the frame of discernment (Θ). If there are n elements in Θ, there will be up to 2n-1 focal elements for the mass function. Further the combination of two mass functions needs the computation of up to 2n intersections.
10. CONCLUSIONS
The objective of this survey was to review the major research in the area of intrusion detection using the Dempster-Shaffer theory of evidence. Most of the researchers have discussed of the resolution of various issues and intended future work in this area. Given below are their own conclusions about the subject and a summarization of the main concepts they discussed.
     Bass [2000] states that the “current state-of-the-art of ID systems is relatively primitive with respect to the recent explosion in computer communications, cyberspace, and electronic commerce.” He further claimed that organizations should completely realize the complexity of the cyberspace and that identifying and tracking hostile activities is a great challenge. Bass states that multi-sensor data fusion has multiple aspects that require integration of areas such as statistics, artificial intelligence, signal processing, pattern recognition, cognitive theory, detection theory, and decision theory. According to Bass multi-sensor data fusion can be directly applied in cyberspace to detect intrusions and other attacks which require the development of new intrusion detection models based on dynamic cyber data mining using historical data in data warehouses. He claims that a great deal of research is required in order to bring these next generation intrusion detection systems into the commercial marketplace.
     Siaterlis et al. [2003] and Siaterlis and Maglaris [2004] propose the use of Dempster-Shafer’s Theory of Evidence as the underlying data fusion model for creating a DDoS detection engine. They state that the modeling strength of the mathematical notation as well as the ability to take into account knowledge gathered from totally heterogeneous information sources were some of the advantages of using D-S theory. They have demonstrated their idea by developing a prototype that consists of a Snort preprocessor-plugin and a SNMP data collector that provide the necessary input that through heuristics feed the D-S inference engine. Information about the Snort open source intrusion detection system can be found at http://www.snort.org.  They state that this data fusion paradigm could provide new solutions to the DDoS mitigation problem. 

     Wang et al. [2004] constructed a distributed intrusion detection model that they claim integrates advantages of both host-based intrusion detection and network based intrusion detection models. They claim that their simulation has shown that multi-sensor data fusion yields much more accurate results than a single sensor system.
     Chen and Venkataramanan [2005] state that the claim, by some people, which says that the D-S theory is an extension or generalization of Bayesian theory is debatable. They state that the problem of determining initial estimates of a node’s trustworthiness is one of the areas of difficult that more studying is needed. This is especially important because the D-S theory can combine observations from trustworthy and untrustworthy nodes, but the accuracy of the final results depend on the accuracy of the initial estimations of each observer’s trustworthiness.

     Yu and Frincke [2005] expanded the HCPN-based alert correlation and understanding system by incorporating a novel alert confidence fusion component. The alert confidence fusion algorithm used in the system is derived from the exponentially weighted D-S theory by weighing hypothesis confidence scores from different sources. They claim that their work has shown that their alert confidence fusion model may resolve contradictory information reported by different analyzers, and further improve the detection rate and reduce the false positive rate. They state that the main advantage of their system is its ability to quantify relative confidence in different alerts. As future work they plan on extending their efforts to master this technique in greater depth.

     Chen and Aickelin [2006] conducted three experiments with the D-S theory using the WBCD (with nine features and two classes), the Iris dataset (with four features and three classes), and the E-mail dataset. The WBCD experiment showed that the D-S theory can be used to successfully classify a standard dataset by combining multiple features. The results from the Iris dataset proved that the D-S theory can be used for problems with more than two classes, with fewer features. By successfully detecting e-mails with worms they showed that the D-S theory can be successfully used for anomaly detection. The authors concluded saying based on their results D-S can be a promising method for network security problems with multiple features (from various data sources) and two or more classes. Chen and Aickelin stated “our continuing aim is to find out how D-S based algorithms can be used more effectively for the purpose of anomaly detection within the domain of network security.”

     Hu et al. [2006] claim that the next generation network management systems and intrusion detection systems will be "Cyberspace Situational Awareness" systems that will support multi-sensor data fusion. They further claim that the D-S theory can be successfully used to identify and detect cyberspace intrusions and locate the risks through multi sensor data fusion.

     Katar [2006] constructed an IDS model that combines multiple intrusion detection models to produce a fused intrusion detection model. Then he fused all those models to produce the final intrusion detection model. He used 3 reasoning methods in his IDS model: Naïve Bayesian, Neural Nets and Decision Trees. Katar’s model tries to take advantage of the local different behavior of the base model to improve overall performance of the ID system. 
     Chatzigiannakis et al. [2007] studied the problem of discovering anomalies in a large-scale network based on the data fusion of heterogeneous monitors. They studied two different anomaly detection techniques, one based on the D-S theory of evidence and the other based on Principal Component Analysis. They evaluated the two algorithms, and the numerical results showed that the conditions under which they operate efficiently are complementary. So, they came to the conclusion that they should be used effectively in an integrated way to detect a wide range of attacks. Also, they claim that timely and proactive detection of network anomalies is a prerequisite for the operational and functional effectiveness of secure networks because of the explosive growth of the global internet and electronic commerce infrastructures. They further claim that without well designed tools for the management of future networks, it will be hard to dynamically and reliably identify network anomalies.

     From all of the research discussed in this survey, it is evident that intrusion detection and the Dempster-Shafer related research still has some distance to travel. The field itself is less than a decade old and most researchers in the field state that much more research needs to be carried out to develop intrusion detection systems that will monitor networks in the 21st century.
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APPENDIX
Annotations of the main contributing papers of the field

Annotation - A novel approach for a Distributed Denial of Service Detection Engine

Full Ref - Siaterlis, C., Maglaris, B., Roris, P. 2003. A novel approach for a distributed denial of service detection engine.

Problem Addressed – The authors address the problem of detecting Distributed Denial of Service Attacks (DDoS) “on high bandwidth links that can sustain the flooded packets without severe congestion.” According to the authors DDoS attacks have been in the focus of the research community in the last years but still remain an open problem. They state that “Several DDoS prevention techniques (like Ingress [8] and RPF filtering [5]) have been proposed in the literature and implemented by router vendors but they were not able to mitigate the problem.” Also, the authors say that when they refer to DDoS they refer to packet flooding attacks not “logical DoS attack that exploit certain OS or application vulnerabilities regardless if the attackers are trully distributed in the network topology”

Work built on – According to the authors, the work is built “based on an exploration of the field of multi-sensor data fusion.” 
New Idea / Algorithm/Architecture - They develop a framework for developing a DDoS detection engine using the Dempster-Shafer’s “Theory of Evidence”. Their architecture “consists of a set of distributed, autonomous but collaborating sensors which share their beliefs of the network’s true state, i.e. whether it’s under an attack or not.” The authors view the “network as a system with stochastic behavior without assuming any underlying functional model. The attempt to infer the unknown system state is based on knowledge reported by sensors that may have acquired their evidences based on totally different criteria.”  According to the authors “possible sources of information could be signature based IDS, DDoS detection programs, SNMP-based network monitoring systems, active measurements or network accounting systems like CISCO’s Netflow.” The authors state that their detection principle differs from many of the existing detection techniques which are focused on a single metric by trying to combine the reports of various network sensors.

Experiments and/or Analysis – The authors build a prototype for a DDoS detection engine that uses Dempster-Shafer theory of Evidence. According to them this “might aid network administrators to monitor their network more efficiently and with small set up cost.” They evaluate the D-S detection engine prototype in the National Technical University of Athens (NTUA). According to the authors related experiments were carried out over several days during regular business hours with background traffic generated from more than 4000 computers in the campus. The authors host the victim inside the campus network while the attacker is outside the campus network. The attacker is connected to a fast Ethernet interface to simulate the aggregation of traffic from several attacking hosts.

Results Obtained – The authors claim that their DDoS detection engine can maintain a low false positive alarm rate with a reasonable effort from the network administrator. Also, they state that in their system even if one sensor fails to detect an attack, combined knowledge from other sensors will indicate the increased belief in an attack.

Claims/ Conclusions – The authors state “the use of D-S model to express beliefs in some hypotheses, the ability to add the notion of uncertainty in the system and the quantitative measurement of the belief and plausibility of our detection results are some of the main advantages that this theory adds to an Intrusion detection framework and especially in comparison to a Bayesian estimator approach.”

Annotation – Alert Confidence Fusion in Intrusion Detection Systems with Extended Dempster-Shafer Theory

Full Ref - YU, D., FRINCKE, D. 2005. Alert confidence fusion in intrusion detection systems with extended Dempster-Shafer theory. ACM-SE 43: Proceedings of the 43rd annual southeast regional conference. vol. 2.
Problem Addressed – The authors say that the modern intrusion detection systems often use alerts from different sources to determine how to respond to an attack. According to the authors, alerts from different sources should not be treated equally. They argue that information provided by remote sensors and analyzers is considered less trustworthy than that provided by local sensors and analyzers. They also state that identical sensors and analyzers installed at different locations may have different detection capabilities because the raw events captured by these sensors are different. Further, different kinds of sensors and analyzers which detect the same type of attack may do so with a different level of accuracy. The authors propose to improve and assess alert accuracy by incorporating an algorithm based on the exponentially weighted Dempster-Shafer theory of evidence to solve this problem.

Work built on – The work is built on the Dempster-Shafer’s (D-S) Theory of Evidence [Shafer 1976] and Hidden Colored Petri-Net (HCPN) based alert correlation [Yu  2004].

New Idea / Algorithm/Architecture – The authors address the fact that all observers 

cannot be trusted equally and a given observer may have different effectiveness in 

identifying individual misuse types by extending the D-S theory to incorporate a 

weighted  view of evidence. For this purpose they propose a modified D-S combination 

rule. According to the authors, in their system they estimate the weights based on the 

Maximum Entropy principle [Berger 1996; Rosenfeld 1996) and the Minimum Mean 

Square Error (MSEE) criteria.

Experiments and/or Analysis – The authors have performed experiments using two DARPA 2000 DDoS intrusion detection evaluation data sets. According to the authors, both datasets include network data from both the demilitarized zone (DMZ) and the inside part of the evaluation network. They state that they used RealSecure Network Sensor 6.0 with maximum coverage policy in their experiments. They have first trained the HCPN based alert correlators as in [Yu 2004] and then trained the confidence fusion weights based on the outputs from the alert correlators.

Results Obtained – The authors state that the number of alerts and false positive rates are dramatically reduced by using HCPN-based alert analysis component. They also state that by using extended D-S it further increases the detection rate while keeping false positive rate low. They point out that when using the basic D-S combination algorithm, the detection rate decreases. According to them, the extended D-S algorithm provides 30% more accuracy.

Claims/ Conclusions – The authors claim that their “alert confidence fusion model can potentially resolve contradictory information reported by different analyzers, and further improve the detection rate and reduce the false positive rate.” They state that their approach has the ability to quantify relative confidence in different alerts.

Annotation – Combining multiple techniques for intrusion detection

Full Ref - Katar, C. 2006. Combining multiple techniques for intrusion detection. IJCSNS International Journal of Computer Science and Network Security, vol.6, 
no.2B.

Problem Addressed – According to Katar [2006], the majority of intrusion detection systems are based on a single algorithm that is designed to either model the normal behavior patterns or attack signatures in network data traffic. Therefore, these systems do not provide adequate alarm capability which reduces high false positive and false negative rates. Katar [2006] goes on to say that the majority of the commercial intrusion detection systems are misuse (signature) detection systems. Also, he says that in the last decade anomaly detection systems have come along to circumvent the shortcomings of misuse detection systems. According to him, “the majority of these works adopt a single algorithm either for modeling normal behavior patterns and/or attack signatures which insures a lower detection rate and increases false negative rate.”

Work built on – The author states “In all our experiments, training and testing data sets are those of DARPA 1998 IDS evaluation data” and “the DARPA taxonomy was used in simulation of data sets for IDS evaluation.”

New Idea / Algorithm/Architecture - The author addresses the problems listed by making a fused intrusion detection model and then fusing all the models again to produce a final intrusion detection model. The author proposes “the combination of analysis techniques not only to improve the overall performance of IDS but also to enhance representation of acceptable behavior patterns and attack signatures. The proposed system will take simultaneously multiple aspects, in representing patterns or signatures, which are provided each one by a single detection model.” The author discusses about using multiple algorithms to implement the IDS and to use a rule based, probabilistic and non-linear models to model the “normal system behavior patterns and signatures of different categories. According to the author, after this, two fusion approaches (probabilistic and evidential) will combine the decisions of the detection models.
Intrusion Detection Models – 

(1) Naïve Bayes model – “Naïve Bayes is one of the most practical and most used learning methods when dealing with large amount of data as in intrusion detection.”

(2) Neural Network Model – “This algorithmic technique can built a useful model of user or system behavior relying on a reduced amount of log data.”

(3) Decision Tree Model – “This machine learning technique builds a tree structure of attack signature using anomalous log data as in [14].”

Combination approaches –

(1) Bayesian Fusion

(2) Evidential Fusion

Experiments and/or Analysis – The author does not give a detailed description of the experiments carried out. Instead he provides an illustrative example and says “The explanation and complete list of features used in these examples can be found in [11].” This source “[11]” specified by the author is a website that refers to http://kdd.ics.uci.edu/databases/kddcup99.
Results Obtained – The results obtained are not given in the paper.

Claims/ Conclusions – The author claims that it is impossible to get best results on an overall problem domain with a single method. Such is the case with intrusion detection, “single algorithm can’t deal with all attack classes at the desired accuracy level.” So he claims that by combining multiple models one can improve the overall performance of the IDS system. Another point he makes is that if just one algorithm is used to do intrusion detection it will have a single point of failure. In the case of combining multiple models to do intrusion detection, it will essentially increase the chance of detecting an attack and will not have a single point of failure. The author claims that it further increases the chances of detection difficult attacks such as User to Root (U2R) and Remote to Local (R2L) classes. The author’s model he claims has increased detection rates of rare attacks by 6% and overall system performance by 15%.

Annotation – Data fusion algorithms for network anomaly detection classification and evaluation

Full Ref - Chatzigiannakis, V., Androulidakis, G., Pelechrinis, K., Papavassiliou, S., Maglaris, V. 2007. Data fusion algorithms for network anomaly detection: classification and evaluation. Proceedings of the Third International Conference on Networking and Services, Page 50
Problem Addressed – Chatzigiannakis et al [2007] address the problem of discovering anomalies in a large-scale network based on the data fusion of heterogeneous monitors. 
Work built on – The authors build their work partially on the data fusion algorithms presented in Mathematical Techniques in Multisensor Data Fusion by Hall [1992]. 

New Idea / Algorithm/Architecture – They monitor the link between National Technical University of Athens (NTUA) and the Greek Research and Technology Network (GRNET) which connects the university with the internet. The authors say that this link has an average traffic of 700-800 Mbits/sec and that it contains a rich network traffic mix that consists of standard web traffic, mail, FTP and p2p traffic. Further, to evaluate the D-S algorithm, they define 4 states for the network. These states, which are also known as the frame of discernment are, Normal, SYN-attack, ICMP-flood, and UDP-flood. 

Experiments and/or Analysis – According to the authors, two anomaly detection techniques, namely Dempster-Shafer and Multi-Metric-Multi-Link (M3L) are evaluated and compared under various attack scenarios. The authors perform a SYN-attack from GRNET using TFN2K DoS tool on the target which was in the NTUA network. The attack was done by sending IP spoofed TCP SYN packets. According to the authors ICMP-flood and UDP-flood attacks were injected manually in the network traces of the collected data.
Results Obtained – The D-S algorithm correctly detects an ICMP flood when attack packets correspond to 5% of the background traffic. For a SYN attack, when attack packets correspond to 2% of background traffic, the D-S algorithm erroneously concludes the network is normal. However, when attack packets correspond to 20% of background traffic, the D-S algorithms detects the SYN attack state. When attack packets correspond to 20% of total traffic in an ICMP flood attack, the M3L algorithm fails to detect the attack. According to the authors M3L fails to detect the attack because the selection of metrics is inappropriate (metrics utilized are uncorrelated) so the algorithm fails to create precise model of the network. For a SYN attack which consists of packets corresponding to 2% of background traffic, the M3L algorithm correctly detects the attack.
Claims/ Conclusions – According to the authors, the differences in the performance of the algorithms lies in the correlation of the metrics used. They say that D-S theory of evidence performs well on the detection of attacks that can be sensed by uncorrelated metrics. The explanation they give for this is that it is because the D-S requires the evidence originating from different sensors to be independent. According to the authors, M3L requires the metrics fed into the fusion algorithm present some degree of correlation.

“The method models traffic patterns and interrelations by extracting the eigenvectors from the correlation matrix of a sample data set. If there is no correlation among the utilized metrics then the model is not efficient.”  The authors say that “Metrics such as TCP SYN packets, TCP FIN packets, TCP in flows and TCP out flows are highly correlated and should be utilized in M3L, whereas the combination of UDP in/out packets, ICMP in/out packets, TCP in/out packets are uncorrelated and should be used in D-S.” According to the authors, “attacks that involve alteration in the percentage of UDP packets in traffic composition such as UDP flooding are better detected by D-S method.” Further, “attacks such as SYN attacks, worms spreading, port scanning which affect the proportion of correlated metrics such as TCP in/out, SYN/FIN packets and TCP in/out flows are better detected with M3L.” Also, the authors derive a quite important result from their study and numerical results. That is, the conditions under which the two algorithms operate efficiently are complementary, and therefore could be used effectively in an integrated way to detect a wide range of possible attacks.

The authors conclude saying “with the advent and explosive growth of the global Internet and the electronic commerce infrastructures, timely and proactive detection of network anomalies is a prerequisite for the operational and functional effectiveness of secure wide area networks. If the next generation of network technology is to operate beyond the levels of current networks, it will require a set of well-designed tools for its management that will provide the capability of dynamically and reliably identifying network anomalies.”

Annotation - Dempster-Shafer for anomaly detection

Full Ref - Chen, Q., Aickelin, U. 2006. Dempster-Shafer for Anomaly Detection. In Proceedings of the International Conference on Data Mining (DMIN 2006), Las Vegas, USA.
Problem Addressed – Anomaly detection systems work by trying to identify anomalies in an environment. In other words an anomaly detection system looks for what’s not normal to detect whether an attack has occurred. According to the author the problem with this approach is that user behavior changes over time and previously unseen behavior occurs for legitimate reasons which leads to generation of false positives in the system. The authors say that this can lead to a sufficiently large number of false positives forcing the administrator to ignore the alerts or disable the system.

Work built on – According to the authors the work is built on the original Dempster-Shafer theory introduced in the 1960’s by Arthur Dempster and developed in the 1970’s by Glenn Shafer. Further, the authors state that they’ve used two standard benchmark problems in the University of California, Irvine (UCI) Machine Learning Repository. One of these is the Wisconsin Breast Cancer Dataset (WBCD) and the other is the Iris Dataset.

New Idea / Algorithm/Architecture -

Chen and Aickelin [2006] have constructed a Dempster-Shafer based anomaly detection system using the Java 2 platform. First they use the Wisconsin Breast Cancer Dataset (WBCD) to perform their experiment. According to the authors, the WBCD is used for two reasons. One reason is that they can compare the performance of other algorithms to their approach. The other is to “investigate if it is possible to achieve good results by combining multiple features using D-S, without excessive manual intervention or domain knowledge based parameter tuning.”

The authors state that their D-S based anomaly detection system has the ability to cope with the missing feature value problem by omitting (not combining the corresponding data items). According to the authors the WBCD contains 16 instances that contain single missing (unavailable) attribute value. The authors say “this is an advantage of D-S over other approaches that have to exclude the 16 items with missing feature values.”
Chen and Aickelin [2006] have also used the Iris plant dataset for their experiments. According to the authors the Iris dataset is chosen because it contains fewer features and more classes than the WBCD. By using this they can confirm whether D-S can work on problems with fewer features and more classes.

Thirdly, they do an experiment using an e-mail dataset which was created using a week’s worth of e-mails (90 e-mails) from a user’s sent box with outgoing e-mails (42 e-mails) sent by a computer infected with the netsky-d worm. The aim of the experiment was to detect the 42 infected e-mails. They use D-S to combine features of the e-mails to detect the worm infected e-mails.

Their anomaly detection system utilizes a training process to derive thresholds from the training data, and detects an event as normal or abnormal. According to them, the basic probability assignment (bpa) functions are made based on these thresholds to assign mass values. In their experiment, first they process data from various sources and send them to corresponding bpa functions. Then, mass values for each hypothesis are generated by these functions which will then be sent to the D-S combination component. The D-S combination component combines all mass values using the Dempster’s rule of combination and generates the overall mass values for each hypothesis.

Results Obtained – The authors state their experimental results show that they were able to successfully classify a standard dataset by combining multiple features for WBCD using the D-S method. According to them, the experimental results with the Iris dataset show that D-S can be used for problems with more than two classes, with fewer features. Experiments with the e-mail dataset show that D-S method works successfully for anomaly detection by combining beliefs from multiple sources the authors said.

Claims/ Conclusions – The authors claim that combining features using D-S improves accuracy. Also, they claim that a few badly chosen features do not negatively influence the results, as long as most chosen features are suitable. There fore they say that D-S is ideal for solving real-world IDS problems. Also, they claim that the results of the Iris dataset prove that D-S can be used for problems with more than two classes, with fewer features. By successfully detecting e-mail worms through experiments, they claim that D-S method works successfully for anomaly detection by combining multiple sources.

The authors conclude that based on their results, D-S can be a good method for network security problems with multiple features (various data sources) and two or more classes.

 They also state that the initial feature selection influences overall performance as with any other classification algorithm. Further, D-S approach works in cases where some feature values are missing which they say is very likely to happen in real world network security scenarios. They further state “Our continuing aim is to find out how D-S based

algorithms can be used more effectively for the purpose of anomaly detection within the domain of network security.”
Annotation – Dempster-Shafer theory for intrusion detection in Ad Hoc Networks

Full Ref - Chen, T.M., Venkataramanan, V. 2005. Dempster-Shafer theory for intrusion detection in ad hoc networks. Internet Computing, IEEE, vol. 9, Issue 6, 35 – 41.

Problem Addressed – The authors address the problem of combining observational data from multiple nodes that vary in their reliability and trustworthiness in a distributed intrusion detection environment. The authors state that previous approaches have used simplistic combination techniques such as averaging or voting and they introduce a new method to combine this data.

The authors go to show how to use Dempster-Shafer theory in distributed intrusion detection. A distributed intrusion detection system combines data from multiple nodes to estimate the likelihood of an attack, yet fails to take into consideration that the observing nodes might be compromised. Dempster-Shafer theory takes this uncertainty into account when making the calculations. So, the authors address this problem and show how to solve it using the Dempste-Shafer theory.

Work built on – According to the authors the work is built on the Dempster-Shafer theory [Dempster 1968; Shafer 1976].

New Idea / Algorithm/ Architecture - There is no new idea or algorithm introduced. The authors simply describe the already existing theory through examples.

Experiments and/or Analysis – No new experiments were discussed in the paper. The authors don’t claim to conduct any experiments either.

Claims/ Conclusions – The authors state that Dempster-Shafer “offers a mathematical way to combine evidence from multiple observers without the need to know about a priori or conditional probabilities as in the Bayesian approach.”
Future Work – The authors do not mention of any future work.
Annotation – Distributed intrusion detection system based on data fusion method

Full Ref - Wang, Y., Yang, H., Wang, X., Zhang, R. 2004. Distributed intrusion detection system based on data fusion method. Intelligent Control and Automation, 2004. WCICA 2004. Fifth World Congress on, vol. 5, 4331 - 4334    

Problem Addressed – According to the authors, research about application of data fusion in intrusion detection to improve detection capacity is very few. In their work, they try to solve this problem by applying data fusion to intrusion detection.

Work built on – According to the authors the work is built on the Dempster-Shafer theory [Dempster 1968; Shafer 1976].

New Idea / Algorithm/Architecture – The authors have conducted a distributed intrusion detection experiment based on Dempster-Shafer theory of evidence using computer software simulation. According to the authors, the software package consisted of 3 functional modules. They were,

(1) Attack simulation module – to simulate attack features exhibited in real attacks

(2) Local agent’s feature extraction module – extract the attack features and to manage and represent the doubtful events using the predefined formats

(3) Fusion control center module – receive local agent reports on doubtful events and to fuse the correlated events according to fusion rules and to make final decisions according to the rules.

Experiments and/or Analysis – The authors define their frame of discernment to be 5 items. They are Stealyth Probe, DDoS, Worm, LUR (local to user, user to root), Unknown. The authors have conducted a distributed intrusion detection experiment based on Dempster-Shafer theory of evidence using computer software simulation.

Results Obtained – The authors do not go into details about their results. They provide a table summarizing their results. The table shows that combining (fusing) evidence improves the detection ratio.

Claims/ Conclusions – The authors state that their simulation shows that multi-sensor data fusion yields accurate results than a single sensor.

Annotation – Intrusion detection engine based on Dempster-Shafer’s theory of evidence

Full Ref - Hu, W., Li, J., Gao, Q. 2006. Intrusion Detection Engine Based on Dempster-Shafer's Theory of Evidence. Communications, Circuits and Systems Proceedings, 2006 International Conference on, vol. 3, 1627-1631.

Problem Addressed – According to the authors, multi-sensor data fusion faces a lot of problems when it comes to implementing network security management. For example, there’s no appropriate physical model to describe a network. They say that the state transition matrix for a network is hard to acquire and a network’s behavior hasn’t been successfully modeled yet. Also, they say that a physical model such as the Kalman Filter is limited in use and using it to predict traffic is a tradeoff between accuracy and efficiency. Cognitive algorithms have good adaptability but need a lot of training data which they say is hard to capture in a real network. So, they say they use D-S theory of evidence to make uncertainty inferences because it doesn’t require state transition matrices or training data. 

Work built on – According to the authors the work is built on Dempster-Shafer theory [Dempster 1968; Shafer 1976].

New Idea / Algorithm / Architecture – According to the authors, an improved detection engine is introduced in this paper. They also introduce “Detection Uncertainty” to describe the fuzzy problem which can not be avoided in the detection and merges identity inference and intrusion detection. They construct the evaluation environment and select the in/out going traffic radio and service utilization rate of a certain protocol as the detection metric. Further, they utilize multiple sensors to monitor the network and assign probabilities through BPAF (Basic Probability Assignment Function). According to the authors the evidence is fused by the combination module to determine the current state of the network and the time distribution curves are fitted accordingly.
Further, these authors introduce Detection Uncertainty as a sum of Subjective and Objective Uncertainty

Detection Uncertainty = Subjective Uncertainty + Objective Uncertainty

Experiments and/or Analysis – According to the authors, the experiments were carried out in a small scale LAN. They have used LibPcap based sensors to poll the network and assign appropriate mass/belief values to the current state of the network. The authors state that they put more emphasize on the accuracy of the simulation than doing it on real time. Therefore, they have chosen to do an off-line simulation. They have used a MySQL database to store the data (evidence) captured through sensors. An ICMP flooding attack is used to attack the victim. They have also used MATLAB to “achieve the time distribution curves of the single sensor and the combination respectively.” According to the authors two sensors are utilized in the simulation to sample and assign probabilities to the current state of the network.

Results Obtained – The results have shown that combining data would give more accurate results.

Claims/ Conclusions – The authors state that the experimental results show that the combination of the evidence has really improved the accuracy of detection. Also, they say that “the assignment of BPA after combination is much more accurate and makes the discernment range smaller. According to the authors, the independence of experimental environment reduces some interference of background flow, and guarantees the effect of the experiment. Although, they admit that this is not the case in reality. 

The authors say that the next generation network management systems and intrusion detection systems will be replaced by “Cyberspace Situational Awareness” systems which use multi-sensor data fusion. 

Future Work – The authors don’t mention of any future work for their system. However, they say that “the proposed intrusion detection engine based on D-S's theory of evidence has its superiority in the academic aspect, and will have a great developmental prospect in the future.”

Annotation – Intrusion detection systems and multi sensor data fusion.

Full Ref - Bass, T., 2000. Intrusion detection systems and multisensory data fusion. Communications of the ACM, Vol. 43, No. 4, 99–105.
Problem Addressed – The author states that most real-time intrusion detection systems are not technically advanced enough to detect sophisticated cyber attacks by trained professionals. He points to an example to validate his argument. The example being the Langley cyber attack where the intrusion detection system failed to detect a great volume of e-mail bombs that crashed critical e-mail servers. The author also argues that false alarms from IDS are problematic, persistent and preponderant. According to the author, false alarms result in financial losses to organizations when technical resources are misdirected to investigate non-intrusive events. Further, these false alarms marginalize user confidence in the system and the misused system becomes underutilized and poorly maintained. The author identifies a specific challenge for ID systems designers, which is the combination of data and information from many heterogeneous distributed agents into a coherent process that can be used to evaluate the security of cyberspace. 

New Idea / Algorithm/Architecture – According to the authors, multi sensor data fusion is an important functional framework for building next generation ID systems and cyber space situational awareness. The author provides a brief review of ID concepts and the art and science of multi sensor data fusion. Also, he introduces data mining environment as a complementary process to the intrusion detection data fusion model.

Experiments and/or Analysis – The author analyses intrusion detection systems and data fusion. According to the author in a cyber space ID system, input consists of sensor data, commands and previous data from established databases. Examples of such input are, input from distributed packet sniffers, system logs, SNMP traps and queries, user profile databases, system messages according to the authors. After processing this input information that author states, these cyber space ID systems would estimate the identity and location of the intruder and his activities, observed threats, attack rates, and the severity of the attack.

Results Obtained – Since no experiments were conducted by the author, there weren’t any results to be mentioned.

Claims/ Conclusions – According to the author, the current state-of-the-art of intrusion detection systems is relatively primitive with respect to the recent explosion in computer communications and electronic commerce. The author states multi sensor data fusion approach requires integration of diverse disciplines such as statistics, artificial intelligence, signal processing, pattern recognition, cognitive theory, detection theory and decision theory. The author concludes saying that the art and science of data fusion can be directly applied in cyber space intrusion and attack detection.

Annotation - Network Intrusion Detection Design using feature selection of soft computing paradigms

Full Ref - Chou, T. S., Yen, K. K., Luo, J. 2008. Network Intrusion Detection Design using feature selection of soft computing paradigms. International Journal of Computational Intelligence, vol. 4, number 3 
Problem Addressed – According to the authors, the network traffic data collected for an intrusion detection system has 3 major problems.

(1) Data contains irrelevant and redundant features

(2) Problem of uncertainty

· Aleatory uncertainty

· Epistemic uncertainty


Collected data always contain uncertainty when only limited information about intrusive activities is available.


(3) Problem of ambiguity – “The patterns generated from users’ behavior always cannot be specifically defined as normality and abnormality.”

These problems reduce the detection speed and performance of the ids. According to the authors, how to select a meaningful subset from the original dataset becomes an important issue.

The authors address this problem by developing a correlation-based feature selection algorithm to remove the worthless information from the original dataset.

Work built on – According to the authors, the work is built on fuzzy clustering technique [Bezdek 1981;Dunn 1973] and the Dempster Shaffer theory [Dempster 1968; Shafer 1976].  Also, they use the k-nearest neighbors (k-NN) technique [Fix and Hodges 1951]. Further, in their experiments, they use the KDD99 intrusion detection evaluation data set. To evaluate the performance of their proposed algorithm, six UCI repository of machine learning databases, two symmetric uncertainty based feature selection algorithms, correlation based feature selection (CFS) and fast correlation based feature selection (FCBF) and two machine learning algorithms, naïve Bayes and C4.5 [Quinlan 1993] are used. To evaluate the detection performance of the intrusion detection method, k-NN [Fix and Hodges1951], fuzzy k-NN [Keller et al. 1985] and evidence theoretic k-NN [Denoeux 1995] are chosen.

New Idea / Algorithm/Architecture/Experiments and/or Analysis - The authors propose a two phase approach in their intrusion detection design to solve the problems. In the first phase, they develop a feature selection algorithm based on information-theoretical measures to reduce the complexity of the high dimensional network database. According to the authors, the algorithm uses symmetric uncertainty [Press et al. 1988] to evaluate and eliminate irrelevant features with poor prediction ability and redundant data features. The authors state that the irrelevant/redundant feature removed dataset is fed to the second phase to identify intrusions. At this point, the authors incorporate fuzzy clustering technique [Bezdek 1981; Dunn 1973] and the Dempster Shaffer theory [Dempster 1968; Shaffer 1976] into their intrusion detection design. According to them, this will resolve uncertainty problems caused by ambiguous and limited information. Further, the authors apply the k-nearest neighbors (k-NN) technique [Fix and Hodges 1951] to speed up the detection process.  In their experiments, the authors use the KDD99 intrusion detection evaluation data set. Further, to evaluate the performance of their proposed algorithm, six UCI repository of machine learning databases, two symmetric uncertainty based feature selection algorithms, correlation based feature  selection (CFS) and fast correlation based feature selection (FCBF) and two machine learning algorithms, naïve Bayes and C4.5 are used. To evaluate the detection performance of the intrusion detection method, k-NN [Fix and Hodges1951], fuzzy k-NN [Keller et al. 1985] and evidence theoretic k-NN [Denoeux 1995] are chosen.

Results Obtained – According to the authors, their approach achieves higher averaged classification accuracies in comparison with the outcomes of CFS and FCBF feature selection algorithms when small data sets are applied. They state that their approach outperforms CFS and FCBF feature selection algorithms while using large data sets.

Claims/ Conclusions – The authors state that their approach shows superior performance to the other three classifiers. They further state that, if their selected feature subset is employed, their approach will significantly reduce the detection processing time.

Annotation – One step ahead to multisensory data fusion for DDoS detection

Full Ref - Siaterlis, C., Maglaris, V., 2005. One step ahead to multisensor data fusion for DdoS detection.  Journal of Computer Security, Vol. 13 2005, 779–806
Problem Addressed – The authors claim that despite many DDoS related publications, the development of an effective DDoS mitigation system still awaits. They argue that such a system should have characteristics such as means to detect, characterize and encounter flooding attacks. They go on to provide several examples of DDoS attacks against one of the largest anti-spam black-list companies, and another DDoS against the “Al-Jazeera” news network and another against the root name servers. According to them, in a DoS attack the bandwidth is already been consumed near the victim. Therefore, techniques such as firewall filtering, rate limiting, route blackholes, are not effective ountermeasures for a DoS attack. They argue that IP traceback, IP pushback, are ineffective (to move the countermeasure near the source of the attack) because automated large scale cooperation is difficult in a diverse networked world like the internet. Other techniques such as Ingress filtering, RPF filtering, are only helpful to discourage the attacker because they make the trace back easier. They argue that the only reliable solution to DoS mitigation is to have a solid DoS detection mechanism. According to the authors, the custom detection methods that are being used by network engineers are weak as they utilize thresholds on single metrics. Therefore, they utilize a data fusion algorithm based on the “Theory of Evidence” to combine output of several sensors to detect attempted DoS attacks.

Work built on - – According to the authors their work is based on Theory of Evidence [Shafer 76] and their previous work Siaterlis and Maglaris [2004]. They claim that in this paper they extend their own work carried out in 2004 by answering the following questions. How can we automate the process of tuning our sensors and at the same time take advantage of expert knowledge? Does the combination of different metrics enhance the detection performance compared to the use of a single detection metric? And finally, how does the D-S approach compare with the use of an Artificial Neural Network (specifically a Multi-Layer Perceptron) when it comes to data fusion?

New Idea / Algorithm/Architecture – Their work shows the use of data fusion using D-S theory for DDoS anomaly detection. Based on data fusion, they develop a DDoS detection engine that combines evidence generated from multiple simple metrics to feed the D-S inference engine.

Experiments and/or Analysis – The authors define their frame of discernment to be 

Θ = {NORMAL, SYN-flood, UDP-flood,ICMP-flood }
To demonstrate their idea they have developed a prototype that consists of a Snort preprocessor plugin and a custom Netflow data analyzer that provide the necessary input to feed the D-S inference engine. The authors have conducted more than 80 experiments over several days which included running the well known DDoS attack tool TFN2K. According to the authors, the experiments were conducted during business hours and included background traffic from more than 4000 hosts in the university. The attacks were conducted with and without using spoofed IP’s and included SYN-floods, UDP and ICMP attacks. Also, they compared their systems performance to an alternative data fusion approach based on neural networks.

Results Obtained – They have evaluated their system by conducting a set of experiments in an academic research network. They have proven that their system can achieve high true positive detection rates (greater than 80%) and they have kept the false positive rate to below 3%. 

Claims/ Conclusions – They stated that “The anomaly detection system presented in this paper is the first step of a complete security architecture aiming at detecting DDoS attacks based on network monitoring.” They also stated as future work they intend to include steps to develop a reliable attack signature identification mechanism, a prerequisite for automatic countermeasures deployment. 

Annotation – Towards Multisensor Data Fusion for DoS detection

Full Ref - Siaterlis, C., Maglaris, B. 2004. Towards multisensor data fusion for DoS detection. Proceedings of the 2004 ACM symposium on Applied computing.
Problem Addressed – The authors argue that “The Internet” can be compared to an essential utility such as electricity or telephone access. They say that even a short downtime of the internet could cost hundreds of dollars. According to them DDoS is one of the main reasons for internet cutoffs. They go on to provide several examples such as DDoS attacks against one of the largest anti-spam black-list companies, and another DDoS against the “Al-Jazeera” news network and another against the root name servers. 

According to them, in a DoS attack the bandwidth is already been consumed near the victim. Therefore, techniques such as firewall filtering, rate limiting, route blackholes, are not effective countermeasures for a DoS attack. They argue that IP traceback, IP pushback, are ineffective (to move the countermeasure near the source of the attack) because automated large scale cooperation is difficult in a diverse networked world like the internet. Other techniques such as Ingress filtering, RPF filtering, are only helpful to discourage the attacker because they make the trace back easier. They argue that the only reliable solution to DoS mitigation is to have a solid DoS detection mechanism. According to the authors, the custom detection methods that are being used by network engineers are weak as they utilize thresholds on single metrics. Therefore, they utilize a data fusion algorithm based on the “Theory of Evidence” to combine output of several sensors to detect attempted DoS attacks.

Work built on – According to the authors their work is based on Theory of Evidence [Shafer 76].

New Idea / Algorithm/Architecture – The authors have implemented a DDoS detection engine based on the theory of evidence that they say “might aid network engineers to monitor their network more efficiently and with small set up cost.” 

Experiments and/or Analysis – The authors define their frame of discernment to be 

Θ = {NORMAL, SYN-flood, UDP-flood,ICMP-flood }
They state that the above network states are based on a flooding attack categorization of the DDoS tools that are currently in use (Mirkovic,Martin and Reiher, UCLA). According to the authors, SYN attacks are targeted towards specific services such as OS resource consumption and the other attacks base their success on the sheer volume of traffic, thus consuming the available bandwidth.
The authors have conducted more than 40 experiments over several days which included running well known DDoS tools like Stacheldraht and TFN2K. According to the authors, the experiments were conducted during business hours and included background traffic from more than 4000 hosts in the university. The attacks were conducted using spoofed IP’s and included SYN-floods, UDP and ICMP attacks. 

Results Obtained – According to the authors one of the important results of this experiment is that even if one sensor fails to detect an outgoing attack, combined knowledge gathered from other sensors indicate the increased belief on an attack state clearly. They provide experimental results to support this claim. Also, they state “Our experience with the implemented detection engine showed that it’s feasible to adjust the thresholds of our sensors (after a couple of experiments and with the visual aid of the automatically generated graphs) in a way that they will detect attempted flooding attacks successfully without being too sensitive.” 

The authors state that in their setup, measuring the false positive and false negative were very challenging because they were monitoring real network traffic. However, they state that because their each attack lasted only a few minutes, the probability of capturing an attack that wasn’t initiated by them were quite small.
Claims/ Conclusions – The authors propose the use of Dempster-Shafer’s Theory of Evidence as the underlying data fusion model for creating a DDoS detection engine. They state that their system’s ability take into consideration the knowledge gathered from totally heterogeneous information sources as one of the main advantages. According to them, this powerful data fusion paradigm can “potentially include many of the proposed DDoS detection algorithms with their own strengths and weaknesses’ and could provide new solutions to DDoS mitigation problems. “
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